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ABSTRACT

In public goods games individuals contribute to create @fefor

a group. Unfortunately they also attract free-riders whipyethe
benefits without contributing. Despite this, in realityoperation
does not collapse. Several explanations exist for this qinemon.
In our work, individual behavioral rules play an importaoterin
the emergence of a global, cooperative behavior. In oungethe
individual contribution depends on the motivational lestthe in-
dividual, which depends on the wealth of neighbors. Thisumm t
is associated with the wealth of the whole society. Previeoiks
have used global persistence to analyze that wealth. Heiie-we
troduce new elements in the study of the public goods game, tr
ing to bring the model closer to real world situations. Wetdbg
analysing the behavior of agents when they interact in a dgin-
ther, we introduce competition in the game, i.e. agents eklatsto
contribute to two public goods, instead of just one. Reslitsv an
increase in wealth, hence in cooperation, when agentsrpeido-
ordinated selections of goods, and when they imitate thghheir
with highest wealth.
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1. INTRODUCTION

The issue of emerging macro-behavior from micro-rules leanb
studied in areas such as complex systems, Alife, microenms)
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cognitive science, Al, etc. In the latter, the agent-baggat@ach
has proven to be an effective and efficient one to analyze anacr
behavior arising from micro rules in classical scenariosatial
sciences ranging from social simulation (e.g. of anciewiiza-
tions) to artificial markets (economy). In the context of maamy,
there has been successful reports of modeling and simulafio
economic processes as dynamic systems of interactingsadbat
so-called agent-based computational economics [5], wtegei-
tive science, evolutionary economics, and computer seigay
a role. Analytical methods are of little help here as thetiafa
ship among the micro rules are complex and so the forecaatdeg
ing the macro behavior. In order to analyze this behavioruse
agent-based simulation. This approach facilitates theetivogl of
what is sometimes referred to as “irrational” decision-mglsince
they deal with the role emotions and motivational aspeetg. pl

Specifically, we are interested on agent-based simulafipoln
lic goods games. In these games, individuals incur a cosette
a benefit for a group. Just think about blood donation, recycl
using solar energy, etc. They are problems because freesritb
enjoy the benefits created by the group without contributiregn-
selves. Because free-riders are attracted by the beneditpran
liferate, one may expect that eventually cooperation vallapse.
However, human societies have somehow managed to solve this
kind of problems. Therefore, there has been a great intieresib-
lic goods problems or dilemmas, and many researchers trgrto ¢
tribute to an understanding of the nature of these problehe
most popular explanations are based on signaling, repataind
sanctions. See [2] for an overview.

[1] reports experiments with real subjects playing the upbods
game (henceforth PGgame) when two subjects can select among
two institutions to contribute. However they are primaiiiyer-
ested in studying which effects punishment has.

In a previous work [4], we have described the evolution of dy-
namics of the relationship among agents who are locallytcaingd,
meaning that each agent has relationship with the two dloségh-
bors. The contribution by agents is modulated by a binarialte
called “motivation” which is based on the actions of theiarest
neighbors. In [3] we have studied the changes in persistehea
agents are no longer locally constrained and interact in alsm
world like scenario.

Here, we also use this idea of grounding the motivation on the
state of close neighbors. However we extend this in threzcdir
tions.

First, agents can inspect the profits collected by neighbods
imitate the one that has collected the most points. Withwiisvish
to investigate whether there is an increase in the rate gferation
in the population.



Second, we perform the analysis of public goods games in grid
like structures.

Third, and more important, we investigate what happens when
agents can select betwesvo goods.

In the next subsection, we present the model for the PGgame.
Section 3 discuss the scenarios and details of the simolagt
tings, as well as the results. Section 4 reports some preiyi
conclusions.

2. MODEL FOR THE PUBLIC GOODS

GAME

In its original formulation, this game deals with public spe
ing on some work for the comunity: roads, libraries, etc.yBia
are offered the opportunity to contribute to a common poehe
fits (obtained from tolls, membership fees) are equallyritisted
among all participants irrespective of their contribusoQlearly it
would be “fair” for people to pay the same quantity for thaseris.
However individuals are different, as they have differeial con-
ditions and different stances which means that some coi¢ribss
than others. This being common-knowledge, if one assunds ea
player as rational s/he would default and contribute nathitiow-
ever this is not what occurs in reality.

In order to give this model a realistic taste, we let agerteract
and contribute taking into account the actions of their irdiag
neighbors. Herel = 225 individuals start the game with a quan-
tity wo = 5 of money and can contribute a quantfy € [0, 2.

Actions of each individual are determined by a binary vdaab
we call motivation, whose update depends on the return teetag
gets. Motivation is modelled by a binary variable € {0,1}
whereo; = 1 means an agent is motivated white¢ = 0 means
it is not. This abstraction aims at capturing issues sucle@as
prospects as perceived by agents.

In our setting, agents are motivated when their return igtipes
and unmotivated otherwise (except in the first round, whemtb-
tivation is determined randomly with equal probability,iadine 5
of Algorithm 1). Thus, motivatiorr; is updated at each timein
the following way: if R;(t) > 0, theno;(¢t + 1) = 1, otherwise
(o} (t + 1) = 0.

Motivation Level Contribution Level
az-:landaiH =1 Si =2
Uizoand0i+1 =1 Si=1
UiZIandUi+1 =0 Si=1
ai:OandaiH =0 Si=0

Table 1: Contribution rules mapping motivation levels to can-
tribution, for each pair of agents

Algorithm 1 Update of Motivation Level, Contribution Level, Re-
turn, and Wealth

1: INPUT: global variable-ing? // ring or grid configuration ?

2. INPUT: global variablé,,... // max. time steps

3: INPUT: global variableu, // initial amount of money

4: for each agent do

5. set motivation level randomly
6: end for
7: while nott,,q, do
8. read global variable // modulation factor (interest rate)
9: for each agentdo
10: for each neighboy do
11: get motivation ofj
12: end for
13: compute contribution level according to the motivation
rules in Table 1 and realize the contribution
14: compute return (Eg. 2) and wealth (Eq. 3)
15: update motivation according to the return
16: end for
17: for each agentdo
18: find best neighbor
19:  end for
20: for each agent do
21: copy motivation of best neighbor
22:  endfor
23: end while
24: END

whereT;(1) = wo,i =1, ..., L.

Return, as in standard PGgames, depends on the quantity con- |, req| life gains (or losses) in any kind of investment flutey

tributed by the whole society of agents, i.e. it is a functidrihe
average contribution. Besides, it is modulated by a randari v
able, the interest ratec {0, 1} (see line 14 in Algorithm 1).

We compute the average contribution of Alagents in the —th
iteration as:

L
1
QW =1 X:j Si(t) €
As said, to keep the model simple, we assume that the overall
contribution is modulated by a random variableiniformly dis-
tributed inr € [0, 1], and the return per agent is:

R; (t)

@)

1
=) [5+r| - 50
According to this formula, profitsl{2 < r < 1) and losses
(0 < r < 1/2) are allowed only within a range which depends on
the mean contributio®(¢). Practically individual agents can win

e.g. stocks/derivatives/bonds. So the idea of having atprbfch
varies is an attempt to give the model a realistic flavor.

In thebasicversion of the algorithm, each agent has relationship
with just the two closest neighbdts Thus interactions occur be-
tween agents labelledandi + 1 (: — 1 also interact with on its
turn), and follow the rules presented in Table 1.

In each time step, agents (synchronously):

1. get motivation level of all their neighbors and computem-c

tribution level accordingly;
. contribute;
. compute return and wealth;

. update their motivation level;

a b~ W N

. copy motivation from the best neighbor (est here means the
one with highest return).

This is shown in Algorithm 1.

or lose money. Besides, at each time, each agent has an accumu Animportant point is that if an agent is unmotivated, it igfhces

lated wealth given by:

Ti(t+1) =Ti(t) + Ri(t) (3

its neighbors’ motivational state and hence, their contiimn level.

!please notice that this situation will change when we disths
grid configuration.



This is a first key difference to the present setting and tlesiof4].
There, the contribution level of each ageiis regulated mainly by
rules that account for both agei's motivation and by each of its
neighbors;j. This means that the contribution level o§omehow
reflects theaveragemotivation in the neighborhood, while we sim-
ply copy the motivation of theestplayer. We have tested different
ways to search for the best player.

The second distinction is that we have also tested grid sicena
besides ring ones. The third difference is that we allow sy
decide to select one among multiple goods to contribute auam
S;i. These differences are discussed in sections 3.2, 3.3,.4nd 3

3. SIMULATIONS AND RESULTS
In order to evaluate the wealth of the society, we compute the
L
quantity I(t) = + > Ti(t) (average accumulated wealth) over a
i=1

certain number of runs or repetitions of the simulatidf,. Re-
garding the results given in the next subsections wéVset 100.

3.1 Basic Scenario

In the basic setting [4], simulations were performed witk th
update of motivations according to Equation 1, with no farth
change.

5.25 B

5.104 B

Wealth

4.80 B

4.65 B

1000 2000 3000

time
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Figure 1: Average of the wealth as a function of time L = 250.

The curves in Figure 1 depict a stochastic behavior similar t
random walk, achieved using the algorithm given in [4].

In the next subsection we compare this curve with our simula-
tions.

3.2 No Competition

We have simulated the basic setting (described in [4]) viitbe
modifications: first we use the idea of copying the motivatavel
from the best player in the neighborhood (see Algorithm 1)r- F
ther, we have two ways to search for the best player (line 18 of
that algorithm). In the case described in this subsecti@copy is
probabilisticbased on either theturn achieved by the neighbors,
or on theirwealth This means that the player with the best return
or wealth is selected with higher probability but not in aedetin-
istic way. Finally, we have run configurations where agemtisract
in a grid, instead of in a ring.

Results of the simulations are shown in Figure 2. These show

that, in general, the quantit(¢) (average wealth, over all agents
along time) is higher when agents interact in a ring. Thishnize
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explained by the fact that in the grid agents have more neighb
and hence, the chance that unmotivated agents are arougtiés.h

Another conclusion is thaf(¢) fluctuates slightly more when
agents copy the motivation of neighbors according to theialt
than when they copy motivation according to their return&isT
result indeed goes counter to the intuition that wealthndpein
accumulated quantity, would lead to less fluctuation.

Up to here we have tested cases in which there is only one good
attracting agents’s contributions. In the next section igeubs the
situation in which agents may select between two goods teemak
their contributions. We only discuss the ring case there.

3.3 Competition, Best Neighbor Found
Deterministically

In order to perform the simulations, we have changed thecbasi
algorithm (Algorithm 1) in the following way: there are nowd
modulation quantities,, andr, attached to goods zero and one
respectively. The basic algorithm must be changed acaglsdfsee
Algorithm 2, where we omit lines that did not change).

Another difference to the previous situation is that we give
bonus to agents when two neighhors opt to contribute to thesa
good, as in real life when close people exchange informatimut
their investment and contribution decisions. The reasoth®in-
clusion of the bonus in the model is that we want to analyzetfdre
a kind of coordinated selection would improve wealth. W ttes
bonusB and setB to different values, from 0 to 0.2 meaning that
a bonus of up to 20% of the return can be paid when agents do co-
ordinated selections. Of course this introduces a bias irRElat
changes the nature of the random walk.

Further, we have also run experiments on the determinispiy ¢
of the motivation of the best neighbor, also based on return o
wealth. This means that the best player is copied with 100% of
probability as opposed to the case in the previous section.

Figure 3 shows the result of the simulation under these eondi
tions for B = 0. We reproduce the curve “ring best return” from
Figure 2 in order to facilitate the comparison. One can awhel
that competition reduces wealth, as expected, because tdtk
of coordination between agents.

Next we analyze what happens when we incre8seFigure 4
shows that, folB = 0.2 (20% of increase in the return if two neigh-
bors make coordinated selections, i.e. same good), thethwisal
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Figure 2: Average wealthI(¢) as a function of time; no compe-
tition; ring and grid.



Algorithm 2 Competition Between Two Goods: Update of Moti-
vation Level, Contribution Level, Return, and Wealth
INPUT: global variableB // bonus for coordinated choice of
good

for each agent do
set motivation level and good randomly

end for

while nott,,q, do
read global variable, andr; // modulation factor
for each agent do

compute return (Eg. 2), add bonus, compute wealth (Eq. 3)
update motivation according to the return
end for
for each agent do
find best neighbor
end for
for each agentdo
copy motivation and choice of good from best neighbor
end for
end while
END

tremendously higher. Returns are almost never negativéaamnce
the wealth increases almost monotonically.

3.4 Competition, Best Neighbor Found
Probabilistically

When the best neighbor is not necessarily the one with higher
return or wealth, one may expect more fluctuation regardgg t
wealth. This is what happens and can be observed in Figuned 5 a
6.

When the bonus is zero (Figure 5), results are similar toethos
depicted in Figure 3 (for the case of competition), except th
Figure 5 one observes both more fluctuation and a slightligdrig
wealth, especially as time passes. This increase is couriter
itive as one could have expected that selecting the beshinaig
deterministically based on the higher return would leadoserall
wealth to a higher value as well.

When the bonus is increase= 0.01 (also in Figure 5) which
is only 1% of bonus for coordinated choices of goods betweeh e
two agents, one sees that the wealth increases as well. Baisan
that very small bias in Eq. 2 are enough to make the wealtkase.

In Figure 6 we plot the increase in overall wealth when we in-
crease the bonus to 5%, 10%, and 20%.

Also in Figure 6 we show results for finding the best neighbor
based not on the return in the neighborhood but on the wealth
achieved by neighbors. In this case we plot only i&r= 0.2.

As in Figure 2, copying players based on their wealth and not o
their return brings more wealth to the society. This can Ense
comparing both darker lines in Figure 6. Full line depictpying
best return while dashed line means copying best wealth.

4. CONCLUDING REMARKS

Networks of coupled individual elements are not only a pagrad
for studying artificial systems, but also an artifact thgbegors of-
ten in Nature and social systems. Individual actions al@mot
usually alter significantly the dynamics of these systenmmvéver,
collective behavior, as for example the selling stampedsed by
some expectation of political turmoil may drive markets tash.
In social sciences and economics, traditional methods alfyais
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Figure 3: Average wealth as a function of time; competition;
copy best return deterministically; B = 0.
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Figure 4: Average wealth as a function of time; competition;
copy best return deterministically; B = 0.2.

in many-actor systems are being replaced by approachegable
explicitly deal with decision-making modulated by the hatetion
among individuals. This is important in many areas of Al sash
multiagent systems and Alife. However the gap between iddat
rules and macro behavior is not very well studied as thislprob
has many facets and is domain dependent.

Here we explore this problem in a public goods game, a metapho
for many interactions among cooperative and non-cooperatents,
within well defined neighborhoods. The basic fact in allisgh is
that an agent might feel motivated by its peers to act as toey d
based on feelings of belonging to a group (“to go with the Pack

In this work we presented a simple model of a societylLof
economic agents, where each can invest a discrete quaasgadb
on neighbors’ motivation level. The profit of a group flucesmt
stochastically and influences the return and the motivdé&eel of
individual agents.

Our results on the analysis of the accumulated wealth seem to
indicate that there is no big difference between interastithat
occur on a grid or on a ring. Further, copying the motivatién o
the best neighbor is a way to ensure that cooperation atisegy
certain conditions.

The idea of having agents selecting between two pools tolwhic
they can contribute money is an interesting one as it createsit-



Our current effort is being directed to the reproductionhef te-
sults achieved in [1], where authors investigate the behafireal

% ‘ \ ‘ ‘ subjects playing the PGgame with sanction. We are not rgnnin
1 experiments in laboratory; rather we are doing this via anieg-
ol return bonus 0.0 i based model which, if well calibrated, can be used for furthe

vestigations without the need of running the actual expeniis
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Figure 5: Average wealth as a function of time; competition; 3]
copy best return probabilistically; B = 0 (darker) and B =
0.01 (lighter).
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Figure 6: Average wealth as a function of time; competition;
copy best return probabilistically; B = 0.05to B = 0.2.

uations for the public goods game. When agents receive nasbon
for coordinated selections of pools, the level of wealthd&eto be
lower than in the situation with only one pool. As soon asé¢her
is a bonus, no matter how little, cooperation tends to ireweand
hence, wealth.
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