Explicit Logical Effort Formulation for Minimum Active Area under Delay Constraints
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Abstract—This paper presents a gate sizing method which formulates minimum active area solutions under delay constraints. It is based on the logical effort delay model. Such minimization of transistor widths has direct impact on the power consumption and circuit area reduction. The explicit formulation of the method takes into account the maximum input capacitance, the output load to be driven, and the imposed timing constraint. Electrical simulations have shown maximum errors of 4.1% in power, 5.62% in delay, and 13.5% in transistor sizes.
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I. INTRODUCTION

The problem of sizing a circuit is usually formulated as the task of choosing the sizes of logic gates to respect design delay constraints while minimizing other associated costs. Sizing methods have to rely in some form of delay model to estimate the delays. Logical effort [1] is a simple and practical delay model used by designers to have a first insight of possible delay optimizations that can be applied in a circuit. The popularity of the model comes from the fact that there is a very simple method to compute minimum delay in fan-out free paths by using logical effort. Notice that the name logical effort can be used to refer both to the delay model and to the associated sizing method, which can cause some confusion if not addressed properly.

A number of variations have been proposed both to the logical effort delay model and to the logical effort sizing method. Proposed improvements to the delay model are listed in [2]-[4]. Kabbani [2] modifies the delay model to take into account series-connected MOSFET structures, input transition time, inter-nodal charges, and DSM effects. Lasbouygués [3] proposes an extension to propagation delay representation, which considers I/O coupling capacitance and the input ramp effect. Wang [4] considers slope correction in the delay model and then uses the corrected delay model in a sizing tool. El-Masry [5] also proposed an enhanced model, which is used to study the effect of stacked transistors in complex gates to be used in library free approaches. Finally, the work of Kabbani [6] considers a specific timing design constraint, aiming at sizing a logic path for minimum sum of input capacitances under maximum delay. However, the work of Kabbani [6] assumes that the path to be sized has an ideal number of stages, and so this minimum sum of capacitances is attained when all the gates bear the same effort [1]. Our method deals with non-ideal number of stages. In this case the premise of equal effort along the logic path is not true.

One open point in logical effort modeling is that the most straightforward delay computation with the method is always associated with minimum delay. However, the definition of the sizing problem is associated with a delay constraint that is normally larger than the minimum achievable delay. In this sense, it would be useful to have a logical effort formulation that respects delay constraints, instead of obtaining minimum achievable delay. In this paper we reformulate the logical effort model to explicitly compute minimum active area under a delay constraint. This way, we obtain a sizing method that, while still following logical effort model, is able to deal with delay constraints. In order to validate the model, we perform experiments to show (a) how well the proposed sizing method respects the delay constraint; and (b) how far from the absolute minimum active area and power consumption our sizing method is.

The rest of this paper is organized as follows. In Section II, the deduction of the new method is explained. In Section III, the proposed method is applied in the sizing of a three-stage subcircuit. Finally, last section is devoted to the conclusions.

II. DERIVING THE METHOD

In this Section, it is initially defined the type of cell sizing this paper refers to. Then, the deriving of the logical effort sizing method is reviewed, in a way to induce the development of the proposed method, which is done next.

A. Cell Sizing

The term cell sizing can be interpreted in two different ways. Cell sizing can be the sizing of a single cell to choose the relative sizes of the transistors in the transistor network used to synthesize the cell [7]. This is an important and necessary step for synthesizing a cell library, such as Nangate Open Cell Library [8]. Cell sizing can also be the choice of the cell sizes that are used for every instance in the final circuit [9]. In this paper, cell sizing has the second meaning. A seed size is obtained from [8] and then this seed size is scaled...
by a scale factor affecting all the transistors in the same way.

B. The Logical Effort Sizing Method

The groundwork for the logical effort sizing method [1] is the homonymous gain-based delay model, which states that the absolute delay \( d_{abs} \) of a logic gate is given by:

\[
d_{abs} = \tau (gh + p)
\]

where \( \tau \) is the delay of an inverter driving an identical inverter with no parasitics, \( g \) is the logical effort of the gate, \( h \) is the electrical effort, and \( p \) is the parasitic delay [1]. The relative delay \( d \) is given by the ratio between \( d_{abs} \) and \( \tau \).

Based on this model, the logical effort sizing method may be derived as follows. It is assumed that the total delay of a logic path is given by the sum of the delays of every logic gate in such path. Taking the derivative of this total delay with respect to the electrical effort \( h \), one can see that minimum delay is obtained when the product \( gh \) is the same for each logic gate in the path.

C. The Proposed Method

The proposed method is also based on the logical effort delay model. However, it aims at achieving minimum active area for a specified delay \( D \), rather than minimum delay. Therefore, the expression for the total active area of the subcircuit is derived with respect to the size of each logic gate. This size can be represented either as the input capacitance of the logic gate or as the scale factor [10] of such gate, since the scale factor is the ratio between the input capacitance of the logic gate and the input capacitance of the corresponding seed size in [8]. In this paper, the proposed method is deduced for a 3-stage fanout free subcircuit, with fixed topology, fixed extra parasitic capacitances, and fixed subcircuit input capacitance, as depicted in Fig. 1. Due to the lack of space, it is not explicitly shown that the method can also handle subcircuits with variable input capacitance and branching.

In the subcircuit shown, parameters \( g_i, h_i \) and \( p_i \) (\( i = 1, 2, 3 \)) come from the logical effort delay model. \( n_i \) is the ratio between the total input capacitance of gate \( i \) and the capacitance of the input pin of gate \( i \) that belongs to the logic path under analysis. \( C_{in_i} \) is the capacitance of the input pin of gate \( i \) that belongs to the logic path. \( C_1 \) and \( C_2 \) are fixed extra parasitic capacitances. \( C_{out} \) is the output capacitance, which might encompass another fixed extra parasitic capacitance in the output of gate 3.

The total relative delay \( D \) for the subcircuit depicted in Fig. 1 is specified by a delay constraint and is given by:

\[
D = (g_1 h_1 + g_2 h_2 + g_3 h_3 + p_1 + p_2 + p_3)
\]

Since \( h_1 = (C_{in_2} + C_1)/C_{in_1} \), \( h_2 = (C_{in_3} + C_2)/C_{in_2} \), \( h_3 = C_{out}/C_{in_3} \), \( p_1 + p_2 + p_3 = P \), and \( C_{in_1} = C_{fixed} \), equation (2) may be rewritten as

\[
D = g_1 \frac{(C_{in_2} + C_1)}{C_{in_1}^{fixed}} + g_2 \frac{(C_{in_3} + C_2)}{C_{in_2}^{fixed}} + g_3 \frac{C_{out}}{C_{in_3}^{fixed}} + P
\]

Equation (3) shows the relationship between the variables \( C_{in_2} \) and \( C_{in_3} \) so that all design constraints for the subcircuit are fulfilled. Moreover, (3) may be rearranged as a univariate polynomial equation of the second degree on \( C_{in_2} \). Therefore, since all the other terms are constant parameters, \( C_{in_2} \) may be expressed as a function of \( C_{in_3} \).

\[
C_{in_2} = \frac{-\beta \pm \sqrt{\beta^2 - 4g_1C_{in_3}\gamma}}{2g_1C_{in_3}}
\]

where:

\[
\beta = g_1C_{in_3}^{fixed} + g_2C_{out}^{fixed} - C_{in_3}^{fixed}(D - P)C_{in_3}^{fixed}
\]

\[
\gamma = C_{in_1}^{fixed}g_2C_{in_3}^{fixed}(C_{in_3}^{fixed} + C_2)
\]

According to [10], the active area of the subcircuit in Fig. 1 may be considered as

\[
A(C_{in_2}, C_{in_3}) = n_1C_{in_1}^{fixed} + n_2C_{in_2} + n_3C_{in_3}
\]

I.e., the active area of a logic gate is monotonic related to its total input capacitance. Replacing the expression obtained in (4) for \( C_{in_2} \) into (7), \( A(C_{in_2}, C_{in_3}) \) becomes a univariate equation on \( C_{in_3} \):

\[
A(C_{in_3}) = n_1C_{in_1}^{fixed} + n_2(-\beta \pm \sqrt{\beta^2 - 4g_1C_{in_3}\gamma}) + n_3C_{in_3}
\]

Let:

\[
\beta' = \frac{d\beta(C_{in_3})}{dC_{in_3}} = g_1C_{in_1}^{fixed} - C_{in_1}^{fixed}(D - P)
\]

\[
\gamma' = \frac{d\gamma(C_{in_3})}{dC_{in_3}} = 2C_{in_1}^{fixed}g_2C_{in_3}^{fixed} + C_{in_1}^{fixed}g_2C_{in_1}^{fixed}
\]

\[
\nu = \beta^2 - 4g_1C_{in_3}\gamma
\]

\[
\nu' = \frac{d\nu(C_{in_3})}{dC_{in_3}} = 2\beta\beta' - 4(g_1\gamma + g_1C_{in_3}\gamma')
\]

Taking the derivative of \( A(C_{in_3}) \) in (8) and introducing the expressions in (9)-(13), we have:
The method was used to size this circuit for 20 different configurations of output load and delay constraints, which are shown in Table I. The column labeled \(C\#\) presents the configuration identifier label, ranging from C1 to C20. The column labeled \(Load\) represents the output load used in the configuration, expressing how many times the load is larger than the minimum (X1) inverter in [8]. The third column \((Const.)\) represents the delay constraint of the experiment configuration, given in picoseconds \((ps)\). The column entitled \(LE\ Ratio\) explains how the delay constraint was obtained from the minimum achievable delay. First, we calculated the minimum possible delay for every load \(X_i\), namely, \(LE_i\), given by the logical effort sizing method [1]. Then, the minimum achievable delay is augmented by a factor within the range 1/0.9 to 1/0.5, thus introducing a slack in the delay constraint. This slack is increased as long as no gate is sized to a scale factor smaller than 1, which would make any comparison meaningless.

For each of the case studies (C01 to C20), the circuit was sized with the proposed method, and the corresponding results are shown in the three columns in Table I under the Proposed Method title. The column labeled \(\Sigma W\) shows the sum of the transistor widths in the circuit obtained with the method. The column entitled Delay \((Pow)\) shows the corresponding delay in picoseconds \((power)\) delivered by HSPICE simulations for the circuit obtained with the method.

Table I presents two columns used as reference, listed under the title Reference. In order to generate the reference data, an exhaustive set of HSPICE simulations (level 6, using PTM 45 nm technology [11]) was performed for each output load (ranging from X4 to X100). The goal is to compare the results given by the sizing method with the minimum area obtained by exhaustive electrical simulations. The column labeled \(\Sigma W\ (Pow)\) shows the minimum possible \(\Sigma W\ (power)\) respecting the design constraints.

The comparison of the results from the method against HSPICE references is presented in three columns of Table I, under the title Proposed Method \((\%)\). The column entitled \(\Sigma W\(\%)\) gives the percentage difference between the sum of widths obtained by the proposed method and the minimum reference obtained from HSPICE simulation datasets. The circuit can be oversized by 6.6% in the worst case. The column entitled \(D\(\%\)\) gives the percentage difference between the delay for the circuit obtained by the proposed method and the delay constraint. Sometimes the delay is slightly larger than the delay constraint \((by 3.5\%)\), which is acceptable for a first fast computation. The column labeled \(Pw\(\%)\) gives the percentage difference between the power obtained by the proposed method and the minimum reference obtained from HSPICE simulation datasets. Notice that the delay difference generally has opposite signs with respect to both power and sum of widths differences, as expected.

The proposed method presents improvements over previous approaches. According to [6], the efforts [1] of the logic gates in the subcircuit should be the same for attaining minimum area. Nevertheless, HSPICE simulations show that, for the load X16 and delay constraint \(LE_{16}/0.9\), the efforts for the 1st, 2nd and 3rd stages are given by 1.60, 2.54 and 4.85. The proposed method finds 1.39, 2.56 and 5.55, respectively. This result given by our method is much closer to the optimal result obtained by HSPICE simulations because, unlike [6], the proposed method takes into account the following facts: (a) the input capacitance of the subcircuit may have either fixed or variable – although limited – value; (b) the number of stages in the subcircuit may differ from the ideal number predicted by the logical effort sizing method [1]; (c) the cost function for the subcircuit area in (7) encompasses each logic
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TABLE I

RESULTS OF THE SIZING METHOD COMPARED WITH HSPICE REFERENCE FOR SEVERAL EXPERIMENT CONFIGURATIONS

<table>
<thead>
<tr>
<th>Experiment Configuration</th>
<th>Proposed method</th>
<th>Reference</th>
<th>Proposed method (%)</th>
<th>Kabhani [7] (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C#</td>
<td>Load</td>
<td>Const.</td>
<td>LE Ratio</td>
<td>$\sum W$</td>
</tr>
<tr>
<td>C01</td>
<td>X4</td>
<td>42.7</td>
<td>(LE/0.9)</td>
<td>2.02</td>
</tr>
<tr>
<td>C02</td>
<td>X16</td>
<td>56.2</td>
<td>(LE/0.9)</td>
<td>4.01</td>
</tr>
<tr>
<td>C03</td>
<td>X16</td>
<td>63.2</td>
<td>(LE/0.8)</td>
<td>3.00</td>
</tr>
<tr>
<td>C04</td>
<td>X16</td>
<td>73.2</td>
<td>(LE/0.7)</td>
<td>2.49</td>
</tr>
<tr>
<td>C05</td>
<td>X52</td>
<td>65.7</td>
<td>(LE/0.9)</td>
<td>6.14</td>
</tr>
<tr>
<td>C06</td>
<td>X52</td>
<td>73.9</td>
<td>(LE/0.8)</td>
<td>4.49</td>
</tr>
<tr>
<td>C07</td>
<td>X52</td>
<td>84.4</td>
<td>(LE/0.7)</td>
<td>3.51</td>
</tr>
<tr>
<td>C08</td>
<td>X32</td>
<td>98.5</td>
<td>(LE/0.6)</td>
<td>2.90</td>
</tr>
<tr>
<td>C09</td>
<td>X40</td>
<td>69.2</td>
<td>(LE/0.9)</td>
<td>7.05</td>
</tr>
<tr>
<td>C10</td>
<td>X40</td>
<td>77.8</td>
<td>(LE/0.8)</td>
<td>5.18</td>
</tr>
<tr>
<td>C11</td>
<td>X40</td>
<td>89.0</td>
<td>(LE/0.7)</td>
<td>3.99</td>
</tr>
<tr>
<td>C12</td>
<td>X64</td>
<td>77.6</td>
<td>(LE/0.9)</td>
<td>9.44</td>
</tr>
<tr>
<td>C13</td>
<td>X64</td>
<td>87.3</td>
<td>(LE/0.8)</td>
<td>6.81</td>
</tr>
<tr>
<td>C14</td>
<td>X64</td>
<td>99.7</td>
<td>(LE/0.7)</td>
<td>5.35</td>
</tr>
<tr>
<td>C15</td>
<td>X64</td>
<td>116</td>
<td>(LE/0.6)</td>
<td>4.21</td>
</tr>
<tr>
<td>C16</td>
<td>X60</td>
<td>186.8</td>
<td>(LE/0.9)</td>
<td>12.5</td>
</tr>
<tr>
<td>C17</td>
<td>X60</td>
<td>97.7</td>
<td>(LE/0.8)</td>
<td>9.26</td>
</tr>
<tr>
<td>C18</td>
<td>X60</td>
<td>112</td>
<td>(LE/0.7)</td>
<td>7.14</td>
</tr>
<tr>
<td>C19</td>
<td>X100</td>
<td>130</td>
<td>(LE/0.6)</td>
<td>5.54</td>
</tr>
<tr>
<td>C20</td>
<td>X100</td>
<td>156</td>
<td>(LE/0.5)</td>
<td>4.37</td>
</tr>
</tbody>
</table>