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Abstract
Cloud computing is a new paradigm that offers computing resources in a virtualized way with unprecedented levels of flexibility, reliability, and scalability. The benefits of cloud computing, however, come at a high cost in terms of energy consumption, mainly because of one of the cloud’s core enablers, the data center. There are a number of proposals that seek to enhance the energy efficiency of data centers. Still, most of them focus on the energy consumed by CPU and ignore other important hardware components, e.g., RAM. In this paper, we show the considerable impact that RAM can have on the total energy consumption, particularly in servers with large amounts of this memory. We then propose two new approaches for dynamic consolidation of virtual machines in cloud data centers that take into account both CPU and RAM usage. We have implemented and evaluated our proposals in the CloudSim simulator using real-world traces and compared the results with other state-of-the-art solutions. By adopting a wider view of the system, our proposals can reduce not only energy consumption but also service level agreement (SLA) violations, thus providing a better service at a lower cost.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction
In the cloud computing paradigm, computing resources are offered as a service to consumers. That leads to the establishment of a new computing model in which such resources are provisioned and allocated differently than in traditional scenarios. By connecting to cloud infrastructures, it is possible to access remotely a collection of virtualized resources that include processing, memory, storage, and data communication. Computing resources are dynamically provided, and their use is expected to comply with Service Level Agreements (SLAs) brokered between infrastructure providers and consumers [1]. This computing model has shown to serve properly a wide variety of consumers: from the personal user who needs a small virtual disk, to the enterprise user who outsources processing and storage on a large-scale.

Cloud computing elevates distributed systems to a new level, offering computing resources in a virtualized way with unprecedented levels of flexibility, reliability, and scalability. However, attention must be paid to the energy consumed by cloud infrastructures. Cloud computing environments are deployed in data centers that can contain hundreds of thousands of servers. In addition to hardware resources (e.g., servers, storages, and switches), data centers are equipped with HVAC (heating, ventilating, and air conditioning) control systems that are responsible for nearly half of all the energy consumed by the infrastructure [2]. In this context, reducing the amount of energy consumed by computing resources not only results in a reduction in the operating costs of data centers, but it also has a positive effect on the environment. Since data centers are large-scale computing
infrastructures, this effect is significant. As reported by Greenpeace [3], cloud infrastructures and the use of Internet have produced a collective electricity demand that would currently rank in the top six in the world, and this demand is expected to increase by 60% or more by 2020.

The issue of energy consumption in data centers can be divided into two key factors. First, there is a hardware problem regarding the amount of computing resources and the power inefficiency of their physical components. Studies have shown that even when resources are idle, current servers still consume about 70% of their peak power [4]. Second, there is a software issue concerning the inefficient usage of computing resources. It has been reported that, most of the time, data center servers operate at less than half of their total capacity [5], thus wasting energy and causing unnecessary heat.

While the energy inefficiency of physical components has been tackled by solutions in hardware and firmware (adopting approaches such as dynamic component deactivation [6,7] and dynamic voltage and frequency scaling (DVFS) [8–10]), the software problem of underutilization of computing resources can be addressed by employing diverse techniques based, for example, on self-organization/dynamic reconfiguration [11] and on virtualization [12–17]. In this paper, we focus on virtualization because virtualization is core to modern data centers. Basically, that consists in creating virtual machines (VMs) to meet the demands of the data center and consolidating them through a minimum number of servers. This minimum must also be controlled as part of the solution to ensure full compliance with the SLA established between the cloud provider and its consumers, which means that idle servers can be switched off or set to sleep mode, thus reducing energy consumption. As the demand for resources in cloud infrastructures is elastic [1], VM consolidation must be accomplished dynamically to meet current needs. VM dynamic consolidation is carried out by using live migration [18] of VMs running on overloaded or underloaded servers.

Energy-aware VM consolidation can be formulated as a computing resource allocation problem where the objective is to minimize energy consumption while delivering the quality of service (QoS) agreed with consumers. Traditionally, the common strategy consists in reducing the energy consumption of a single type of resource, i.e., CPU. However, the growth of multi-core architectures and virtualization itself has forced servers to have large amounts of random-access memory (RAM)\(^1\), leading to the situation where the power consumed by RAM has become non-negligible. In 2009, Lim et al. [19] had already observed that the energy consumption incurred by RAM utilization could correspond to up to 25% of the total consumption of a server.

In this paper, we introduce two novel strategies to improve energy-aware VM consolidation in data centers. We call our proposals CPU and RAM Energy-aWare (CREW) and Underload Detection (UD). CREW improves VM placement by employing a power model that considers the energy consumed by both CPU and RAM. UD, in turn, improves the detection of underloaded servers by taking into account the history of CPU utilization of hosts to establish a minimum threshold for turning servers off. To evaluate our proposed strategies, we used a workload based on the traces of a Google cluster [20]. Google traces allow a comprehensive assessment of our proposals because they represent one of the largest Infrastructure as a Service (IaaS) cloud providers in the market. Results show that our strategies reduce energy consumption and improve QoS assurance.

The rest of this paper is organized as follows. In Section 2, we discuss related work. In Section 3, we introduce the system model employed in the development of our proposal and present the energy model that quantifies CPU and RAM power. In Section 4, we provide a detailed description of the strategies we have developed for energy-aware VM consolidation. We provide a description and evaluation of results in Section 5. Finally, in Section 6, we summarize our achievements and discuss directions for future work.

2. Related work

There is a large body of literature on energy management of data centers that provide virtualized resources. One of the first work in this context was carried out by Nathuji and Schwan [15]. The authors have proposed an architecture where local and global managers are combined to provide an energy-aware resource allocation system. The local manager resides on each physical server and employs operating system-level policies to control power consumption. Periodically, the global manager obtains information on resource usage from the local managers and dynamically adjusts VM placement using live migration. Still, the authors do not provide any particular strategy for global consolidation.

Verma et al. [16] have approached energy-aware VM placement as a continual optimization problem: periodically, active VMs are migrated from one physical server to another, so that resources can be offloaded and placed into power saving states. The authors have addressed the problem using heuristics for the bin-packing problem with differently sized bins, where: bins represent physical servers, items are the VMs that have to be allocated, bin sizes are available CPU capacity of servers, and costs represent the power drawn by servers. However, the authors’ proposed solution does not support the definition of SLAs, and the VM consolidation algorithm can indeed degrade the performance of applications.

Kusic et al. [14] have posed the energy-aware VM consolidation problem as one of sequential optimization under uncertainty, to then solve the problem using Limited Lookahead Control (LLC). In their model, SLA is defined as request processing rates; customers pay for the negotiated infrastructure and are refunded in case of SLA violation. The goal is to maximize the provider’s profits by minimizing power consumption and reducing SLA violations. Still, the proposed model requires a training phase to adjust to the application-specific features. This factor limits the generality of the authors’ approach.

Beloglazov and Buyya [12] have divided the problem of energy-aware VM consolidation into four subproblems: server overload detection, server underload detection, VM selection, and VM placement. To solve the first subproblem, the authors have proposed different adaptive utilization

\footnote{In this work, we will use RAM as a synonym for primary memory of servers, independently of the technology used for its manufacture.}
Another difference is that, in our proposal, VM placement is different solutions for the second and fourth subproblems. Different than Beloglazov and Buyya, however, we propose derload detection, (3) VM selection, and (4) VM placement. subproblems: (1) server overload detection, (2) server unutilization. However, this model is unrealistic for RAM because this resource often draws power in a way that is disproportionate to its load. In Eq. (1). In addition, we also assume that the energy consumption is an SLA violation. Such violation implies on a reward from the IaaS provider to the consumer. Although we do not describe how this reward is paid, we measure SLA violation so that the potential loss of the IaaS provider can be quantified.

Zhang et al. [17] have proposed a heterogeneity-aware, multi-dimensional resource management system for cloud computing environments where the energy-aware VM consolidation problem is divided into three main parts. First, the system classifies the workload into task classes according to features such as priority, CPU and memory size. The classification is implemented using the k-means algorithm. Second, the future arrival rate of each task class is predicted using the ARIMA model. Finally, the system uses this information to estimate the minimum number of VMs required to support the workload for the next control period, as well as the minimum number of physical servers to host the VMs. The problem formulation also considers a multi-dimensional (CPU, memory, disk) power model where the total energy consumption of a physical server is estimated as a linear function of resource utilization. However, this model is unrealistic for RAM because this resource often draws power in a way that is disproportionate to its load.

In this paper, we propose a novel approach to the problem of energy-aware VM consolidation. In a similar way to Beloglazov and Buyya [12], we divide the problem into four subproblems: (1) server overload detection, (2) server underload detection, (3) VM selection, and (4) VM placement. Different than Beloglazov and Buyya, however, we propose different solutions for the second and fourth subproblems. Another difference is that, in our proposal, VM placement is solved using a heuristic that considers the energy consumption incurred by both CPU and RAM utilization. To compute the RAM power, we build an analytical model inspired by the work of David et al. [22] on memory power management. This last work is focused on hardware and does not take VM consolidation into account. On the other hand, in contrast to Beloglazov and Buyya’s work, where the solution for determining underloaded servers relies on estimating the instantaneous values of CPU utilization, we propose a strategy based on the historical data for solving the same problem.

3. System model

We focus on Infrastructure as a Service (IaaS) environments composed of large data centers with hundreds of physical servers. Servers are heterogeneous with different CPU speeds, memory sizes, and power consumption demands. In addition, servers only employ local disks for loading the operating system, while the storage of VMs and data is kept on a Network Attached Storage (NAS). The cloud computing system can run several thousands of VMs simultaneously. VMs may present heterogeneous QoS profiles, i.e., each VM may generate a different CPU load, memory usage, and network transfer. Several types of consumers and applications can use the cloud computing system and no previous knowledge about workloads is needed. Consumers and the IaaS provider agree on QoS requirements by means of SLAs [23]. For example, an SLA can list as requirements the minimum network throughput and the maximum response time for an application. If the requirements are not fully met, there is an SLA violation. Such violation implies on a reward from the IaaS provider to the consumer. Although we do not describe how this reward is paid, we measure SLA violation so that the potential loss of the IaaS provider can be quantified.

As in Nathuji and Schwan’s work [15], we consider a system comprised of two software layers: a global manager and multiple local managers. Each physical server runs a local manager that is responsible for monitoring CPU and RAM utilization. A local manager also decides when and which VMs must be migrated. In addition, the local manager is also responsible for changing the server power mode: either turning off or placing the server in sleep mode. Periodically, the global manager collects information from local managers to decide whether VM placement needs to be adapted. That adaptation is performed to minimize both energy consumption and SLA violations. Adaptation occurs at run-time and comprises the live migration of VMs along the available physical servers. In the following sections, we describe the energy model employed in this work for both CPU and RAM. We also present the metrics that quantify migration costs and SLA violations.
consumes nearly 10% of a typical server, while a 1 Gbps NIC consumes less than 7% [24].

\[ E_{\text{SU}} = E_{\text{CPU}} + E_{\text{RAM}}. \]  

We estimate CPU power consumption by employing real data for server power consumption from the SPECBenchmark [25]. Table 1 summarizes the system power consumption as a function of the CPU utilization for the two servers used in this work: HP ProLiant ML110 G4 (Intel Xeon 3040, dual-core, 1860 MHz) and HP ProLiant ML110 G5 (Intel Xeon 3075, dual-core, 2660 MHz). In this benchmark, most of the power is drained by the CPU because, as part of the test methodology, both hard disk and display are turned off after one minute, network communications are very low, and memory pages of the stress application are locked in the physical RAM.

We estimate the RAM power consumption of our servers by employing an analytical model derived from the work of David et al. [22], in which two components are responsible for the RAM power consumption:

1. Background power, which does not depend on either the type or the number of commands run by the system, and
2. Operational power, which comes from read or write commands involving RAM.

Background power depends only on memory states and on the frequency of the operation. Although in [22] eight memory states are described, we employ only two states: Active Powerdown and Active Standby. These states have been selected because they represent a satisfactory tradeoff between energy consumption and latency. Active Standby is the state with the highest power consumption and no latency time. Active Powerdown state consumes nearly 39% less than the Active Standby, but at the cost of moderate latency. We assume that the RAM stays in Active Standby while CPU is in use, and changes to Active Powerdown when CPU is idle. The background energy consumption is defined by:

\[ E_{\text{BG}} = CPU_k \times E_{\text{Act,SB}} + (1 - CPU_k) \times E_{\text{Act,PD}}, \]  

where CPU\(_k\), varying from 0 to 1, is the CPU utilization during a time window. Conversely, \((1 - CPU_k)\) corresponds to the CPU idleness during the same time window. Thus, Eq. (2) represents the minimum energy consumed by the RAM in a time window as a function of the CPU utilization. The background power for every 4GB DDR3 of RAM, at 1333 MHz, in Active Standby is \(E_{\text{Act,SB}} = 5.36 \text{ W}\), and in Active Powerdown is \(E_{\text{Act,PD}} = 3.28 \text{ W}\) [22].

Operational power is the product of memory bandwidth and the power required to run a particular command, read or write, per unit of bandwidth. There is only a small difference between the power consumed by a read command and a write one. In our equations, we thus do not differentiate read and write commands because we assume that they consume the same amount of energy. Moreover, we assume that there are read/write commands in RAM during a random amount of CPU time. The operational energy consumption is defined by:

\[ E_{\text{Oper}} = RAM_B \times \frac{(E_{\text{BR}} + E_{\text{BW}})}{2} \times CPU_k \times U(0, 1), \]  

where \(RAM_B = 10.7 \text{ GB/s}\) is the peak transfer rate of DDR3 RAM at 1333 MHz. The operational power of the read command is \(E_{\text{BR}} = 0.939 \text{ W/(GB/s)}\), and of the write command is \(E_{\text{BW}} = 1.023 \text{ W/(GB/s)}\) [22]. \(U(0, 1)\) represents the choice of a random value from a uniform distribution. This value describes the amount of CPU time that is spent on read/write commands involving RAM. We have employed this approach because there is no publicly available cloud application profile describing that. The uniform distribution is suitable because it tries different values without bias. This is illustrated in Figs. 1a, b, and c, which show the Monte Carlo simulations of Eq. (3) using the following statistical distributions: uniform, standard normal, and exponential, respectively.

In summary, Eq. (3) represents the energy consumed by the RAM in a time window as a function of the percentage of the CPU time used on memory operations. Finally, we obtain the total energy consumed by the RAM:

\[ E_{\text{RAM}} = E_{\text{BG}} + E_{\text{Oper}}. \]  

3.2. Metrics

In this section, we present the metrics employed to measure VM migration cost and SLA violation. Because we want to compare our heuristics with other heuristics from the relevant literature, we adopted the same metrics from Beloglazov and Buyya [12]. That allows us to offer a fairer comparison.

3.2.1. Migration cost

Live migration of a VM is the process of transferring the memory pages of that VM from one physical server to another at run-time [18]. In this process, the hypervisor first makes a copy of the memory pages and then transfers it in several rounds. While the most used memory pages are being copied, the VM execution is interrupted, which causes a short downtime. As soon as all memory pages have been transferred to the destination server, the VM can run again. Live migration also encompasses the transfer of a server execution state. However, because the amount of energy consumed in state transferring can be ignored, we do not consider it in our study. Let \(j\) be a VM that employs the amount of memory \(M_{j}\) and let \(C\) be the effective network link capacity between the source and the destination servers. The time needed for migrating the VM \(j\) through this network link is defined by:

\[ T_{M_{j}} = \frac{M_{j}}{C}. \]  

Because of the downtime, the migration has a negative effect on the performance of the applications running inside the VM. Beloglazov and Buyya [12] estimate the performance degradation of a VM \(j\) due to migrations, denoted by \(C_{d_{j}}\), as being nearly 10% of the CPU utilization during all migrations of this VM. We will use the same approach in the next sections of this work.

3.2.2. SLA violation

We employ three metrics to quantify the service level provided for VMs and their applications [12]. The first metric is the SLA violation Time per Active Host (SLATAH), which describes the percentage of time in which servers stay at 100% of their CPU utilization. When a server reaches its maximum processing capacity, the performance of the applications running inside the VMs starts to be limited by the server state.
Thus, it is reasonable to assume that the VMs are not provisioned with the required service level. Formally, let $N$ be the number of servers, let $T_{si}$ be the total time in which server $i$ has experienced CPU utilization of 100% and let $T_{ai}$ be the total time that server $i$ has stayed active. The SLATAH metric is defined in Eq. (6).

The second metric is the Performance Degradation due to Migrations (PDM), which estimates the total performance degradation caused by the migrations of VMs. Let $M$ be the number of VMs, let $C_{dj}$ be the estimate of the performance degradation experienced by VM $j$ due to migrations (see Section 3.2.1) and let $C_{rj}$ be the CPU capacity required by VM $j$ during its whole lifetime. The PDM metric is defined in Eq. (7).

$$\text{SLATAH} = \frac{1}{N} \sum_{i=1}^{N} \frac{T_{si}}{T_{ai}} \quad (6)$$

$$\text{PDM} = \frac{1}{M} \sum_{j=1}^{M} \frac{C_{dj}}{C_{rj}} \quad (7)$$

The third metric, SLA Violation (SLAV), is the combination of (6) and (7):

$$\text{SLAV} = \text{SLATAH} \times \text{PDM}. \quad (8)$$

4. A joint CPU-RAM approach for dynamic VM consolidation

The energy-aware VM consolidation problem can be divided into four subproblems:

1. Detecting when a server is overloaded so that some VMs can be migrated from it to other servers;
2. Detecting when a server is underloaded so that its VMs can be migrated, and the server can be switched to a low-power mode;
3. Selecting VMs to be migrated from an overloaded server; and
4. Deciding the new placement of VMs that are selected for migration from overloaded and underloaded servers.

In this section, we introduce novel solutions to address subproblems 2 and 4. We provide additional information on each of the subproblems, paying particular attention to those where we present our contributions.

4.1. Server overload detection

In general, an overloaded server is identified by setting fixed or adjustable utilization thresholds. If the CPU utilization of a server exceeds the threshold, the server is assumed to be overloaded.

Beloglazov and Buyya [12] have proposed and evaluated four algorithms to solve the problem of server overload detection: Median Absolute Deviation (MAD), Interquartile Range (IQR), Local Regression (LR), and Local Regression Robust (LRR). The Local Regression (LR) algorithm provides the best results in general. In our experiments, we observed that the Interquartile Range (IQR) algorithm also achieves promising results. Given this, in Section 5 we evaluate the LR and IQR algorithms.

LR and IQR use statistical analysis to adapt dynamically the current CPU utilization threshold. LR consists on creating simple models for data subsets to generate a curve that closely represents the real data. IQR is a statistical dispersion measurement that is acquired from the difference between the first and third quartile.

4.2. Server underload detection

Typically, underloaded servers are detected using a simple approach of choosing the server that currently has the least CPU utilization and attempting to migrate its VMs without overloading other servers. However, as we will show in Section 5, instantaneous values of CPU utilization do not describe a stable state of the server and thus leads to inappropriate choices and performance degradation. To
As described earlier, some related work [12,13,16] has formulated VM placement as a bin-packing problem with variable bin sizes and prices. We have used the same approach, but in our study bins are physical servers; items represent VMs that have to be allocated; bin sizes are the combination of CPU and RAM available on servers; and prices correspond to the power cost incurred by CPU and RAM when VMs are allocated to servers.

To determine the new placement of VMs, we modified the Best Fit Decreasing (BFD) algorithm proposed by Beloglazov and Buyya [12]. In its original version, the algorithm sorts all VMs in decreasing order of their current CPU utilization and allocates each VM to a server that provides the least increase of power consumption caused by this allocation.

In our modification of BFD, which is denoted as CPU and RAM Energy Aware (CREW), there is a change in the estimation of power consumption caused by the allocation, so that it also accounts for the power consumption incurred by using RAM. This consumption is quantified by Eq. (4), as outlined in Section 3.1. CREW is presented in Algorithm 2.

Algorithm 2 CPU and RAM Energy Aware VM Placement Algorithm.

| Input: hostList - List of all the servers | vmList - List of VMs to be allocated |
| Output: allocation - Allocation of VMs |

1. vmList.sortInDecreasingOrderOfCpuUtilization()
2. for each vm in vmList do
3.  minPower ← MAX
4.  allocatedHost ← NULL
5.  for each host in hostList do
6.    if host has both CPU and RAM enough for vm then
7.      power ← estimatePower(host, vm) (Eq. (1))
8.      if power < minPower then
9.        allocatedHost ← host
10.       minPower ← power
11.    end if
12.  end for
13.  if allocatedHost ≠ NULL then
14.    allocation.add(vm, allocatedHost)
15. end if
16. end for
17. return allocation
4.5. Considerations about RAM in the VM consolidation problem

As we previously described, our proposal addresses two subproblems of the energy-aware VM consolidation problem: the detection of underloaded servers (subproblem 2) and the VM placement (subproblem 4). Actually, we also investigated the use of the information about RAM in the other two subproblems, but they did not present benefits as we will explain in the following.

The detection of an overloaded server (subproblem 1) involves only CPU because the concept of overload does not apply properly for RAM in data centers. Typical data center servers do not perform swapping of the VMs. Thus, after loading a VM in the RAM, a server keeps this VM until the VM be migrated or terminated. The solutions for subproblems 2 and 4 ensure that when a VM is migrated, the server hosting the VM has enough RAM to accommodate it. Once the VM is loaded in the RAM, it does not change its size. Additionally, eventual swapping inside the VMs are managed by a Network Attached Storage (NAS), which keeps the virtual disks.

The selection of VMs for migration (subproblem 3) follows a similar reasoning of the subproblem 1. While different policies can be applied for migration of the VMs in an overloaded server, the Minimum Migration Time (MMT) presents the best results because this policy provides the fastest reaction to the problem and presents the lower degradation due to migration. Additionally, the smallest VMs are the easiest one to fit.

5. Performance evaluation

In this section, we evaluate the impact of taking into account the energy consumption incurred by RAM in the heuristics designed for VM consolidation. We used the CloudSim [26] simulator, release 3.0.2, to conduct our tests. Among other features, CloudSim allows the modeling and simulation of large-scale data centers, virtualized servers, energy consumption by computing resources, and policies for VM allocation. Although the basic resources for our work were already available in CloudSim, we had to extend the simulator to add the RAM energy model.

We simulated a data center with 800 servers, half of which are HP ProLiant ML110 G4 servers, and half consists of HP ProLiant ML110 G5 servers. We also employed 32 GB of RAM in all servers, except in Section 5.2, where the amount of RAM varies. Table 2 lists the VM sizes used in this work. These sizes were based on instance types provided by Amazon EC2 [27]. This experimental setup has been adopted in many relevant works [12,21,28,29]. Algorithms for VM placement, including our proposal (CREW), typically ensure that VMs with high CPU utilization are allocated to the most energy efficient servers. Thus, from the point of view of energy efficiency, the server heterogeneity is not an issue for these algorithms. From the point of view of SLA violation, workload heterogeneity is more impacting than server heterogeneity, since workload composition changes over time, while processing capabilities, hardware features, processor architecture, and processor speed are rather static characteristics. Thus, we focused on assessing our proposals under two different representative workloads, as described in the following section.

### Table 2

<table>
<thead>
<tr>
<th>Instance</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro</td>
<td>613 MB of memory, 0.5 EC2 Compute Unit</td>
</tr>
<tr>
<td>Small</td>
<td>1.74 GB of memory, 1 EC2 Compute Units</td>
</tr>
<tr>
<td>Extra large</td>
<td>3.48 GB of memory, 2 EC2 Compute Units</td>
</tr>
<tr>
<td>High-CPU medium</td>
<td>870 MB of memory, 2.5 EC2 Compute Units</td>
</tr>
</tbody>
</table>

* 1 EC2 = 1000 MIPS

### Table 3

<table>
<thead>
<tr>
<th>Workload</th>
<th>VMs per day</th>
<th>CPU utilization (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PlanetLab</td>
<td>1,174</td>
<td>11.13</td>
</tr>
<tr>
<td>Google – first 15 days</td>
<td>1,141</td>
<td>36.75</td>
</tr>
</tbody>
</table>

5.1. Workload data

We adopted a real workload provided by CloudSim. Such workload is part of the CoMon project [30] and was collected from the PlanetLab testbed [31]. The workload provides the CPU utilization of over 10,000 VMs executed in servers located in more than 500 places around the world. CPU utilization is measured every 5 min over a period of 10 days. Although this workload has been used in other works, we identified two shortcomings. First, it is from a testbed mostly used for scientific experimentation and, thus, it is reasonable to suppose that many real-world in-production applications are not represented in the dataset. Second, the workload provides no information on the amount of RAM required by each VM. To deal with this problem, we adopted a methodology where the types of VMs are randomly and proportionally generated according to Amazon EC2 instances (Table 2). As a result, all VM types have the same amount of instances.

To overcome these shortcomings and to broaden the evaluation of our proposal, we also adopted a workload based on the traces of a Google cluster composed of approximately 12,000 machines [20]. This trace was collected and made publicly available in 2011 and, since then, it has been used in several works [17,32,33]. The trace provides information about hundreds of thousands of jobs that are submitted by consumers. Each job is composed of one to tens of thousands of tasks, which are scheduled to run in the machines. Tasks are programs executed on the machines, and they are from different types: web servers, MapReduce-like systems, and high-performance computing. The whole trace describes the cluster usage over a period of 29 days, including the demand for RAM and the CPU utilization. A detailed description and analysis of the Google trace are provided in [32].

Because the Google trace provides no information about VMs, we assumed that the aggregate of all tasks running in the same machine at the same time constitutes a VM. CPU utilization of each VM is measured every 5 min over a period of one day. The real demand for RAM, in each VM, is computed based on information about tasks. Once a VM is created, such demand is used to choose one of Amazon EC2 instances from Table 2. The Google trace contains
these proportions of Amazon EC2 instances: Micro (0.47%), Small (31.77%), Extra large (53.46%), and High-CPU medium (14.30%). Since the number of VMs available every day is much higher than that provided in the PlanetLab trace, processing all of them would require a lot of memory and time in the simulation. Thus, only part of the trace is used, randomly choosing 10% of VMs available each day. Table 3 shows the average number of VMs per day and the average CPU utilization in the PlanetLab workload and the Google trace sample. Notice that the average CPU utilization is higher in the Google trace sample. Thus, the opportunities to reduce energy consumption or SLA violation in this trace are significantly smaller than in the PlanetLab’s.

5.2. Energy consumption by RAM

In Section 4, we described how we modeled the RAM energy consumption to be used in the CloudSim simulator. Based on this model, we show now how RAM utilization impacts on energy consumption. Results show that such energy consumption is too high to be neglected.

Figs. 2a and b illustrate the total amount of energy consumption by CPU and RAM, when CPU DVFS, a benchmark policy provided by CloudSim, is employed. In these figures, energy consumption varies as a function of the day in which the measurements were made. All servers have the same amount of RAM, i.e., 32GB. In this configuration, the energy consumed by RAM is nearly 23% of the total in all datasets of PlanetLab and Google. According to our RAM energy model, presented in Section 3.1, background power is much higher than operational power. Thus, the energy consumption by RAM is widely determined by such a power.

Figs. 3a and b show the average energy consumption of all datasets when the amount of RAM varies in the servers and CPU DVFS policy is applied. These results confirm our previous observation that the amount of RAM determines its consumption. Thus, as the amount of RAM increases, the energy consumption also increases. This is so because of the energy model, which reports background energy consumption even in the absence of any read or write operation. The background consumption can be lowered by techniques such as DVFS for RAM [22]. However, this technique has few benefits when the RAM is being used effectively most of the time. For example, the strategies employed in this work aim to keep the minimum number of servers turned on, while keeping the maximum number of VMs per server that do not violate the SLA. In this scenario, there is frequent RAM utilization by VMs, as well as by the migration process.

5.3. Heuristics aware of RAM power

In this section, we show the energy saving achieved by VM consolidation heuristics that are aware of RAM power. In this part of the evaluation, we used energy consumption and SLA violation as metrics for comparison, and we employed an unlimited amount of RAM in servers while performing VM consolidation. In Section 5.5, we complete the evaluation by showing the results when there is a limited amount of RAM.

The following heuristics are evaluated. IQR-MMT and LR-MMT are heuristics for VM consolidation that are not aware of RAM power. IQR-MMT uses the IQR algorithm for overloaded server detection combined with the MMT VM selection policy. Similarly, LR-MMT uses the LR algorithm for overloaded server detection combined with the MMT VM selection policy. CREW(IQR-MMT) and CREW(LR-MMT) are improved versions of these heuristics. They take RAM power into consideration while performing VM consolidation. All heuristics evaluated in this section use instantaneous values of CPU utilization for detecting underloaded servers.

Figs. 4a and b show the median values of energy consumption for the evaluated heuristics. In general, there is noticeable energy saving when CREW is applied to the two heuristics, IQR-MMT and LR-MMT, in all days of both workloads. Energy saving varies from near 8.8% to around 30.8%, depending on the heuristic and day. CREW(IQR-MMT) and CREW(LR-MMT) show a similar average pattern of energy saving, with a small advantage for CREW(LR-MMT). This advantage is an inheritance of the best performance of LR-MMT. The energy consumed by the Google workload is higher than PlanetLab’s because its average CPU utilization is much higher.
Fig. 3. Average energy consumption by CPU and RAM.

Fig. 4. Median values of the energy consumption.

Fig. 5. Median values of SLA violation as a function of the evaluated day.
Figs. 5a and b show the median values of SLA violation for the evaluated heuristics. In the PlanetLab workload, the highest average energy saving of LR-MMT implies on the highest average SLA violation. However, in the Google workload, IQR-MMT shows the worst average performance in both metrics. These differences in the performance of the heuristics can be attributed to their design and workload profile. IQR-MMT is more conservative than LR-MMT, as it saves less energy but keeps more resources to absorb the CPU usage surges, which are more frequent in the PlanetLab workload. CREW can improve the performance of LR-MMT on both workloads, but the CPU usage surges of the PlanetLab workload degraded the SLA violation of CREW(IQR-MMT). In general, CREW(LR-MMT) shows the best trade-off between energy consumption and SLA violation.

Beloglazov and Buyya [12] also proposed the metric for overall SLA violation, which is used to calculate the percentage of time in which the data center shows any level of SLA violation during the whole evaluation. Table 4 shows the average overall SLA violation of the heuristics in both workloads, PlanetLab and Google. The performance of IQR-MMT in the PlanetLab workload suggests that there is an opportunity to improve CREW. This result was our main reason for improving our proposal and developing UD.

The performance penalty for CREW in the metrics related to SLA violation is due to its design. CREW keeps the number of active servers as low as possible to save energy. This approach must be balanced with the one for detecting underloaded servers. However, the original strategy for that employs the instantaneous value of CPU utilization. Thus, critical servers for CREW can be wrongly turned off as a result of short-term fluctuations in CPU utilization. Figs. 6a and b show the number of active servers during a sample day. Since the number of active servers kept by CREW tends
Table 5  
Summary of metrics in PlanetLab and Google workloads.

<table>
<thead>
<tr>
<th></th>
<th>Energy (kWh)</th>
<th>SLA (x10^{-3}) (%)</th>
<th>Overall SLA (%)</th>
<th>Migrations</th>
</tr>
</thead>
<tbody>
<tr>
<td>PlanetLab</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPA</td>
<td>0.000</td>
<td>2410.800</td>
<td>0.000</td>
<td>0</td>
</tr>
<tr>
<td>CPU DVFS</td>
<td>0.000</td>
<td>892.030</td>
<td>0.000</td>
<td>0</td>
</tr>
<tr>
<td>IQR-MMT</td>
<td>25.970</td>
<td>216.865</td>
<td>11.975</td>
<td>0.19</td>
</tr>
<tr>
<td>LR-MMT</td>
<td>27.522</td>
<td>249.975</td>
<td>11.010</td>
<td>0.15</td>
</tr>
<tr>
<td>CREW(IQR-MMT)</td>
<td>6.780</td>
<td>181.515</td>
<td>3.735</td>
<td>0.11</td>
</tr>
<tr>
<td>CREW(LR-MMT)</td>
<td>3.013</td>
<td>164.660</td>
<td>1.830</td>
<td>0.08</td>
</tr>
<tr>
<td>CREW-UD<a href="IQR-MMT">0.4</a></td>
<td>1.719</td>
<td>181.515</td>
<td>0.970</td>
<td>0.05</td>
</tr>
<tr>
<td>CREW-UD<a href="LR-MMT">0.4</a></td>
<td>0.806</td>
<td>164.660</td>
<td>0.450</td>
<td>0.04</td>
</tr>
<tr>
<td>CREW-UD<a href="IQR-MMT">0.3</a></td>
<td>1.124</td>
<td>198.975</td>
<td>0.565</td>
<td>0.04</td>
</tr>
<tr>
<td>CREW-UD<a href="LR-MMT">0.3</a></td>
<td>0.536</td>
<td>191.600</td>
<td>0.280</td>
<td>0.03</td>
</tr>
<tr>
<td>Google</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPA</td>
<td>0.000</td>
<td>2410.800</td>
<td>0.000</td>
<td>0</td>
</tr>
<tr>
<td>CPU DVFS</td>
<td>0.000</td>
<td>1556.860</td>
<td>0.000</td>
<td>0</td>
</tr>
<tr>
<td>IQR-MMT</td>
<td>59.886</td>
<td>849.440</td>
<td>7.050</td>
<td>0.14</td>
</tr>
<tr>
<td>LR-MMT</td>
<td>40.729</td>
<td>814.580</td>
<td>5.000</td>
<td>0.12</td>
</tr>
<tr>
<td>CREW(IQR-MMT)</td>
<td>13.191</td>
<td>720.810</td>
<td>1.830</td>
<td>0.07</td>
</tr>
<tr>
<td>CREW(LR-MMT)</td>
<td>10.408</td>
<td>727.830</td>
<td>1.430</td>
<td>0.06</td>
</tr>
<tr>
<td>CREW-UD<a href="IQR-MMT">0.6</a></td>
<td>5.493</td>
<td>762.940</td>
<td>0.720</td>
<td>0.05</td>
</tr>
<tr>
<td>CREW-UD<a href="LR-MMT">0.6</a></td>
<td>3.885</td>
<td>777.030</td>
<td>0.500</td>
<td>0.04</td>
</tr>
<tr>
<td>CREW-UD<a href="IQR-MMT">0.5</a></td>
<td>3.322</td>
<td>830.450</td>
<td>0.400</td>
<td>0.04</td>
</tr>
<tr>
<td>CREW-UD<a href="LR-MMT">0.5</a></td>
<td>2.259</td>
<td>836.710</td>
<td>0.270</td>
<td>0.03</td>
</tr>
</tbody>
</table>

To be a critical minimum, any decision about turning off must be taken carefully.

5.4. Parameterization of UD

The UD strategy consists of checking if CPU utilization of the candidate server is below a percentage $\phi$ of the average CPU usage in the data center. To assert which would be a satisfactory choice for this percentage, we have conducted tests employing a range of values from 0.1 to 1.1. Figs. 7a and b show the energy consumption and SLA violation as a function of $\phi$. Values of $\phi$ below 0.3 imply on very low SLA violation, but also lead to high energy consumption; values of $\phi$ above 0.7 achieve the smallest levels of energy consumption, but also generate a large increase in SLA violation. Since CPU usage surges are more frequent in the PlanetLab workload, a more conservative approach to $\phi$, near to 0.3, is the proper choice for this workload. The Google workload has a better trade-off when $\phi$ is close to 0.6.

5.5. Analysis of the proposed solutions

Finally, we carried out a comparison between several solutions: Non Power Aware (NPA), CPU DVFS, IQR-MMT, LR-MMT, CREW, and CREW-UD. NPA works as a baseline to quantify the effective energy saving of the other solutions. CPU DVFS is a traditional solution that is widely available in the present machines, but it does not involve VM consolidation. QR-MMT, LR-MMT, and CREW were defined in Section 5.3. CREW-UD takes RAM power into account while performing VM consolidation and uses the average CPU utilization of the data center to detect underloaded servers. In this part of the evaluation, all solutions work with a limited amount of RAM of 32 GB. This approach differs from the one in Section 5.3.

Table 5 shows the median of the metrics employed to evaluate the solutions. We chose the median because it was the same statistic employed in [12]. However, we also carried out the evaluation with the average and obtained very similar results. The new metric ESV is the product of Energy and SLA violation (SLAV). This metric represents the combination of conflicting objectives: energy saving and SLA compliance.

NPA and CPU DVFS keep SLAV and overall SLA violation at zero, but also have the highest values for energy consumption. NPA and CPU DVFS do not perform VM migrations and; therefore, miss the opportunity to save energy by turning off underloaded servers. IQR-MMT and LR-MMT heuristics, which perform VM migrations, achieve energy saving that is notably higher than NPA and CPU DVFS. As a result, these heuristics have to deal with SLA violations that arise from the reduction of the number of available servers. It is worth noting that the SLAV and overall SLA metrics do not represent specific applications or their performance parameters. Thus, these metrics may underestimate the effective impact on the performance perceived by consumers. Therefore, it is important to keep the values of these metrics as low as possible, while respecting the energy saving target.

CREW improves IQR-MMT and LR-MMT in both metrics, energy and SLA violation. This improvement results from two primary activities: (1) reducing the number of active servers along the time, as shown in Section 5.3; and (2) reducing the number of migrations (see Table 5). CREW-UD offers a tuning knob that allows SLA violation to be reduced even further, but this reduction naturally increases energy consumption. This resource is useful because there is room to decrease SLA violation while keeping energy consumption below that of the solutions that are unaware of RAM power. For instance, a data center administrator can use this resource to establish his/her intended trade-off in association with a pricing policy.

6. Conclusions and future work

In this work, we have highlighted the importance of taking into account the energy consumed by RAM. Our tests showed that the energy consumption increases as a
function of the amount of RAM. According to our proposed model, 32GB already has a non-negligible impact, while 128GB can represent more than 50% of the whole energy consumption. Based on these observations, we developed strategies to improve the state-of-the-art heuristics for VM consolidation. Our proposals, CREW and UD, can reduce energy consumption and also decrease SLA violation. While CREW offers the best trade-off between energy saving and SLA violation, CREW-UD allows the trade-off to be adjusted to the data center needs.

As future work, we will investigate different approaches to solving the problem of detecting overloaded servers. The results of this work suggest that alternative solutions can be implemented, which can enable us to save even more energy or be more computationally efficient. Additionally, we are also interested in investigating the impact of VM consolidation on the rest of data center hardware, particularly on the network and storage devices.
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