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Scienti�c Master Proposal

Energy and Performance Visualization
for the Analysis of Parallel Programs

Context
The performance analysis of parallel programs consists in the observation of the runtime behavior of the application,
searching for performance problems and bottlenecks. This analysis is essential to correctly deploy an application in the
platform, maximizing e�ciently the utilization of available resources. The network topology and the processing power
give a series of constraints for the application execution that must be taken into account during the performance
analysis of the application. Nowadays, the performance analysis faces several problems such as the performance
scalability, when applications grow larger, or the comparison of the behavior observed in several executions of the
same application with di�erent con�gurations.

Energy concerns appear as parallel platforms grow larger, because the amount of energy consumed by existing infras-
tructures could be used to power whole cities. The Green500 list ranks the top 500 parallel platforms by their energy
e�ciency. Even if energy is an already established objective among parallel platforms designers, few works [2, 1] tries
to optimize the global energy consumption of parallel and distributed applications. Most of the existing e�orts focus
on micro optimizations in the sequential code of parallel applications.

Objective
The objective of this proposal is to investigate how to combine a traditional performance analysis for parallel ap-
plications that consider also energy as an important metric. The resulting methods and techniques should consider
performance metrics, such as speed and resource e�ciency, and also energy consumption caused by application code.
We also expect that a visualization and interactive prototype should be developed in order to help analysts to identify
energy bottlenecks related with the performance. The PajeNG [4, 3] free-software ecosystem1 should be used for the
development of this proposal.

Methodology
The methodology is strongly experimental, with two phases:

#1: Energy and performance data collection / State of the art. The �rst phase consists in the investigation
of existing energy and performance data collection mechanisms, especially those where such metrics are collected
along time. An exhaustive investigation of the state of the art should be done to correctly position this proposal.
Novel tracing libraries should be created in the case where energy metrics are missing from traditional application
tracing frameworks. Information of energy consumption from CPU and accelerators (GPU, XeonPhi, etc) have
to be considered, and also the network interconnection among resources if feasible. The expected result for this
phase is a trace consisting of application behavior and energy consumption metrics from the di�erent resources
used by the application.

#2 (Brazil): Development of visualization prototype. The second phase consists in the design and develop-
ment of novel visualization techniques that take into account the traces collected in the �rst phase. Energy
measurements should be represented together with the application behavior, trying to correlated energy with
traditional performance analysis metrics. A discussion on how to e�ciently analyze this kind of data should also
be addressed, according to the state of the art in the performance analysis area.

#2 (France): Development of visualization prototype. The second phase consists in the choice of a visualiza-
tion tool and a proposition of evolution of this tool to take into account energy parameters for the analysis.

1
Available at http://github.com/schnorr/pajeng
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Work environment

Programming: C, C++, bash, Python, R Report and slides: latex
Auxiliary tools: gdb, valgrind Project management: git

Required skills
In addition to the skills that can reasonably be expected from master-level students, the applicant should have a strong
knowledge of system programming in C, and of modern Unix-based operating systems such as Linux.

Time schedule
Table 1 presents the expected activities for this proposal.

Table 1: Expected time schedule for the expected ativities of the proposal
Activity Period (units of time)

1 2 3 4 5 6 7 8 9 10 11 12

1 � State of the art � � � � � �

2 � Implementation � � � � � �

3 � Experiments � � � � � � � � �

4 � Validation � � � � � � � � �

5 � Writing the report � � � � �

6 � Defense �
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