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Abstract

Smulations of the atmosphere, usually demand high pro-
cessing power and large storage resources. In this con-
text, we present two purposes of grid environment in or-
der to perform climate modeling for a long-term period:
the GBRAMS and RECLIRS projects. In the former, a grid
infrastructure was built to manage a 10-year period split
into 1-year integration jobs, performed in three different re-
gionsof Brazl, and also for three set 0 boundary conditions
(threeinitial conditions). Therefore, thereisup to nineinde-
pendent jobs, submitted to three clusters spread over Brazil.
Moreover, three distinct middlewares, Globus Toolkit, Our-
Grid and OAR/CIGRI, were compared in their ability to
manage these jobs, and results on the usage of each node
of the grid are provided. The central contribution are how
to use grid computing to speed-up climatology generation
and the middleware impact on this enterprise. In its turn,
in RECLIRS project, instead of integrating one job for each
simulated year, one integrates 12 three-month periods for
each year, which is usually employed in numerical predic-
tion. A three-month job starts every month of the year, and
such executions are repeated for every year. In spite of de-
manding more computational power, the jobs in this frame-
work are totally independent, allowing for better load bal-
ancing in thegrid.

1. Introduction

The first one is the GBRAMS project [7, 2, 9], an effort
of research groups of four academic and research intitutes
of Brazil: CPTEC/INPE, LAC/INPE, II/UFRGS, IAG/USP,
and also HP/Brasil and Somar Meteorologia, two partners
from industry. This was a project supported by FINEP.

During the project, a 10-year climatology was obtained
for different regions in Brazil, using the mesoscale - or re-
gional - model BRAMS (Brazilian Regional Atmospheric
Modeling System) [8, 10, 1]. RAMS, developed by the At-
mospheric Science Department at the Colorado State Uni-
versity, is a multipurpose numerical prediction model de-
signed to simulate atmospheric circulations spanning from
hemispheric scale down to large eddy simulations of the
planetary boundary layer. In its turn, BRAMS differs from
RAMS due to the development of computational modules
more suitable to tropical atmospheres.

As any mesoscale forecast model, BRAMS needs bound-
ary conditions during the integration period, which are-pre
viously generated by the CPTEC’s global model, with lower
spatial resolution. The number of independent jobs which
can be assigned to any grid site, is as many as the nhumber
of initial conditions provided by the global model, multi-
plied by the number of regions. This is the only source of
job independence, since each year depends on the last one
to start its job.

RECLIRS is a new project, similar to GBRAMS in
many aspects, but with peculiar features. This is an initia-
tive of the following institutions: CRSPE/INPE, II/UFRGS,
IPH/UFRG, IF/UFSM, Inf/UFSM, MET/UFPEL and
FEPAGRO.

As opposed to GBRAMS, due to the nature of the

Better weather and climate forecast are currently one ofadopted method of climatology, jobs in the RECLIRS
the principal objectives of governments around the world. project are fully independent. Instead of integrating arte
Simulations of atmosphere, however, usually demand highfor each simulated year, one integrates 12 three-month pe-
processing power and large storage resources. In this contiods for each year, which is usually employed in nu-
text, this work presents two projects that apply grid comput merical prediction. A three-month job starts every month
ing to speed up the generation of a long term monthly aver-of the year, and such executions are repeated for ev-
age of atmospheric forecasts produced by a specific model€ry year.

i.e., the model climatology

In this work, details about similarities and differences
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Both projects have the same objective, that s, to obtaina 5es
10-year climatology. However, the main difference regards 1958
to method chosen to reach it. In GBRAMS was used the 198

methodology in production at International Research insti 2000
tute for Climate and Society (IRI), where the whole long-  **"'
term period is performed continuously. (b)

For the RECLIRS project, it was decided for the Euro-
pean Center Medium-Range Weather Forecasts (ECMWF) Figure 1. Examples of jobs in both methods
climatology scheme. In this case, it is obtained an average employd in GBRAMS and RECLIRS project,
for twelve 3-month model integration period, one for each ¢ 1o 10-year period using :

month of the year. The advantage of this strategy, is the full (a) IRI climatology, where the whole period is
independence of all jobs, where each job means a 3-month splitinto 1-year joias and

period performed. (b) ECMWF climatology, where the Feb-Mar-
Figure 1 shows examples for both methods, where Apr climatology period is performed.

the Feb-Mar-Apr period climatology is performed by the

ECMWEF scheme. It is important to note that the first month

(January in ECMWF, and December 1991 in IRI) is used

only as aspin-up period, concerning to necessary numer-

ical model adjustments in the beginning of integration.

the chosen domain. Each new job is inserted into a database,
from where it is taken later for execution. A scheduler is in
charge of taking the ready jobs from the database and exe-
cuting them in a grid computer. After the execution, the re-

In the GBRAMS project, the 10-year period was split X | L
into ten 1-year consecutive integrations. This scheme wasfSUItS of post processed analysis are available for viewing

possible since BRAMS provides a checkpoint/restart mech-" the web portal, as SL.JC.h the mqnthly average temperature
anism that allows one to interrupt and resume the integra—and accumulated precipitation (Figure 4).
tion at every simulated year. This is done for 3 differentspa
tial sub-domains of Brazil, showed in Figure 2(a). 4. Analyss of Grid Middleware and
Since a job is created for each region and initial con- GBRAM S Climatology Results
dition, each year of integrated time demands 3 simulations,
one per initial condition, for each of the 3 sub-domainssthu Three grid computing platforms were used in
providing 9 independent 1-year BRAMS parallel jobs. the GBRAMS project: the Globus Toolkit [5, 6],
In RECLIRS project, only in the shoutern region of OAR/CIGRI [3] and OurGrid [4]. These grid middle-
Brazil, showed in Figure 2(b), will be performed the model ware have been tested on their capacity to solve the
climatology. However, as it use ECMWF scheme, all jobs meteorological application detailed before, being evalu-

are fully independent each other. ated in aspects such as the management of large amounts
of data and job scheduling.
3. Grid Architecture One can expect that most performance variations in the

computation of the climatology should be explained by dif-

A grid infrastructure 3 containing three clusters geo- ferences of implementation in the three employed middle-

graphically distributed in Brazil. A web portal was designe ware. In a recent work [9] it was made an analysis, in order

to submit an-year climatology simulation to be executed. to test this assumption for the application. It was also dis-

This submission requires that the user fills the simulation cussed the importance of the job distribution observed for

parameters in the corresponding RAMSIN file (RAMS in- the grid computing performance reached in the GBRAMS
put file), such as the time extension of the simulation and project.



CLIEVNT 1 GRID NODES

e = |Q

— mi
e 7| S
EEEE) JOBS DATABASE - i‘
—— & B SITEA
http
JHV N{:
PORTAL <———> SCHEDULER €—>|

BOW  7OW FOW BOW  GOW SDW  GOW  45W 400 35 300 29w

() Figure 3. Grid architecture implemented in
GBRAMS and RECLIRS.

T, —cluster  Integrated am
time (days) monthsg) (hh:mm)

Globus 437 414 02:32
OurGrid 33.7 342 02:30

CIGRI 39.6 378 02:30
117.0 1134

Table 1. Accumulated cluster time (T,)

T T T TR T TR TR TR TR ally, a period of 2 months (November and December) imme-

(b) diately preceding the middleware set of jobs must be inte-
grated. This is because numerical models requagraup
period of simulation. These additional results were notluse

Figure 2.

(@) Three regions of Brazil where was
obtained model climatology in GBRAMS
project, and

(b) the southern region of Brazil where will
be performed model climatology in RECLIRS

in the climatology calculation. Thus, for a complete 10+yea
BRAMS simulation in 3 sub-domains in Brazil, and with 3
ensemble members, we have integrated 1134 months.

It is defined here as accumulated middleware cluster
time (T,), the overall runtime of the jobs submitted by the
middleware to grid nodes. Since computations are even-

project. tually overlapped in time (up to the number of available
grid nodes), the time of grid usage demanded to perform
the whole set of jobs is defined here as grid elapsed time
An evaluation of the climatology obtained using the grid, (T,), wich is naturally shorter than,T As shown in Ta-
consists in verifying whether the bias due to the BRAMS ble 1, 117 days of accumulated cluster time were spent dur-
model has been correctly removed from the climate fore- ing jobs execution submitted by all middlewares. Regarding

cast. to the grid elapsed time, it was almost half of the overall ac-
cumulated cluster time, with a total of 61.5 days of grid us-
4.1. Grid Middleware comparison age.

Concerning the monthly integration average times,

For each initial condition, a 10-year simulation was inte- there are no differences between the systems. This in-
grated for the years from 1989 up to 1998. This whole pe- dicates that the execution time of a BRAMS job is
riod is then split into shorter 1-year jobs, and executiorsa middleware-independent. However, the average grid
distributed among the three different middleware. Additio  elapsed time per integrated month is not uniform for the
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Figure 4. Results of January in 1992:

(a) average temperature in Celsius degrees.

(b) accumulated precipitation in mm.

T, —grid elapsed  Integrated gim
time (days) monthsrg)  (hh:mm)

Globus 23.9 414 01:23

OurGrid 16.3 342 01:08

CIGRI 21.3 378 01:20
61.5 1134

Table 2. Elapsed time (T,) of all jobs

three middleware. This value for OurGrid is the small-
est one, and this fact suggests a most effective cluster us-
age. This assumption is confirmed in Figure 5, which
shows the percentage of cluster usage during each mid-
dleware execution, given by the ratidfTTg, where in-

dex () indicates accumulated time of a single cluster. For
OurGrid job executions, clusters always had a better ra-
tio between the accumulated single cluster timE)()Tand

the grid elapsed time (. As a consequence of this bet-
ter cluster usage, simultaneous jobs executions were more
frequent in OurGrid.

Cluster Usage Statistics
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T
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Figure 5. Cluster usage in each middleware.
The percentage means the ratio between the
accumulated single cluster time (TI(,S)) and the
grid elapsed time (T,)

In Table 3, the first three columns inform the portion of
accumulated grid elapsed time due to simultaneous job ex-
ecution in 3 and 2 clusters, and also jobs executed in a sin-
gle cluster. The average number of clusters used during grid
execution is given by the fourth column for each middle-
ware, and these values are compatible with third column of
Table 2. Job execution overlapping occurred in three clus-
ters during 44% of elapsed time in OurGrid. In a compari-
son with Globus and CIGRI this percentage decays to 26%
and 31%, respectively.

The preceding performance results might indicate that



3 2 1 avg. use
Globus 0.26 0.34 0.40 1.86
OurGrid 0.44 0.37 0.19 2.25
CIGRI 0.31 0.31 0.38 1.93

Table 3. Cluster usage

OurGrid is most suitable to schedule jobs in this meteo-
rological application. However, we believe that additibna
tests should be carried out in order to confirm this apparent
tendency. Factors like machine maintenance and the evalu-
ation of job results by a meteorologist have affected the dis (@)
tribution of the jobs. The second factor interrupts some se- P
guences of dependent submitted job executions, since the L R ~

corresponding previous job results had not been approved w
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in the web portal. We need job executions with more simul- - ’ 10
taneous use of nodes, enough to stress the usage of grid re- *J
sources, in order to test whether, in such a scenario, the bet R ,

ter grid performance of OurGrid would be reproduced.

4.2. Climatology and Climate Forecast Results

Besides testing the proposal of performing a mesoscale
climatology by using grid computing, another key reason to
obtain it, is to remove the model bias in the climate forecast
done with BRAMS, in order to predict anomalies in meteo-
rological properties in the subsequent season.

Figures 6 and 7 show the effect of removing the
model bias in the climate forecast, for the period of June—
August 2006, for the south/south-east region of Brazil.
The first two graphs show the daily precipitation aver-  This work was intend to make a review of the grid com-
age (in mm/day), as obtained from observed atmosphericputing projects, developed by the parallel and distributed
data (Figure 6(a)) and simulated from the BRAMS cli- computing group at Informatics Institute of UFRGS last two
mate forecast (Figure 6(b)). As can be seen, they doyears. Especially talking for the Climate forecast applica
not match each other. Indeed, the clearer gray tones intion. The results obtained up to now in GBRAMS project,
the southern part of the map indicate that daily pre- associated with the increasing interest in the world to bet-
cipitation is underestimated in this region. In turn the ter understand the changes in climate, has encouraged us to
darker gray levels in the eastern coast (the upper right re-follow the research. In GBRAMS project was built the ba-
gion of this sub-domain) indicate that the daily precipita- Sis to be employed in RECLIRS project, that is more suit-
tion is overestimated. The upper-right corner of Figure 6(b able to have benefits, like gains of performance and scala-
should not be considered: the straight diagonal line de-bility, with the grid computing paradigm.
notes the limit of the integration domain.

Figure 6. (a) Observed climate; (b) BRAMS
climate forecast

4.3. Conclusions

However, when the BRAMS model bias is removed from
the climate forecast, one obtains a graph of anomalies (Fig-ACknOWledgementS
ure 7(b)) that is generally better estimated in most parts of
the region, when compared now with the similar observed = GBRAMS and RECLIRS project has been supported by
data graph of anomalies (Figure 7(a)). Some precipitation FINEP.
anomalies still tend to be overestimated in the northeast
coast of the map.
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