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Abstract frequent game-world state updates. This server-side com-
puting and networking resources over-provisioning allows
Real-world, deployed MMOG (massively multiplayer client-server MMOGs to meet the consistency, security and
on-line game) services such as World of Warcraft, de- _scalability requirements of those kinds of game s_ervides.l
spite recent efforts from researches, are still implemgnte IS @ ‘brute force’ approach to the MMOG distribution prob-
as pure centralized systems. Several new MMOG distribu-'€m that yields significant costs that could be reduced with
tion models have already been proposed with the goal of de-different approaches to distribution.
centralizing current MMOG services through the use of ei- ~ The total or partial distribution of MMOG simulation
ther pure peer-to-peer or hybrid topologies. Most of those Over the machines of the game players is a current research
proposals fail to address at least one of the three vital prob topic, the goal being server-side infrastructure cost ielim
lems that arise when MMOG decentralization is attempted: hation or reduction. However, despite all research effsots
security, scalability or consistency. This paper reviews far[11], currentreal-world, deployed MMOG services such
some of the proposals for the achievement of a decentral-2s World of Warcraft are still implemented as pure central-
ized MMOG system that possesses the three key propertiedzed systems, where a service provider runs all of the game
This paper also describes in detail these three proper- Simulation in behalf of the clients.
ties and attempts to clarify why it is so difficult to solve ~ Apparently none of the partially or fully decentralized
them at the same time on a fully or even partially decen- MMOG models proposed by researchers so far manages to

tralized MMOG model. This paper is the starting point of a attain the remaining three key properties at the same time:
thesis proposal. security, scalability and consistency [11]. More specifjca

as far as we know, none of the sets of levels of security,
scalabilty and consistency attained by each individual pro
posal seems to be attractive enough to motivate a change, in
the commercial sphere, from the centralized MMOG para-
digm to a more decentralized model.

This paper reviews some of the recent MMOG distribu-
tion models that feature decentralization, while attenpti
to clarify why it is so difficult to solve the three key prob-
lems at the same time on a fully or even partially decentral-
ized MMOG model. The paper then draws some final con-
clusions and identifies opportunities for future work.

1. Introduction

The massively multiplayer on-line game (MMOG) is a
real-time application of distributed simulation with grow
ing popularity. This kind of game supports great amounts
of players interacting in real-time, simultaneously, in a
persistent-state virtual world. Current examples of MMOGs
are World of Warcraft [2] and Guild Wars [1]. As a refer-
ence, the World of Warcraft service has been reported to
handle hundreds of thousands of simultaneous players [12]2. Scalability, security and consistency in a

Most, if not all, commercially-deployed MMOG ser- client-server MMOG
vices are designed in a way in which the simulation of
the ‘virtual world’ is distributed over several nodes. Gen-  This section explains what the scalability, security and
erally, these nodes are dedicated server nodes that must beonsistency properties are, and how those are achieved in a
in secure locations and wired together with dedicated, low- client-server, centralized MMOG.
latency networks, with powerful links to the Internet that When one mentions ’'massively multiplayer on-
allow feeding thousands of connected player nodes withline games’, it is usually a 3D ‘virtual world’ such as



World of Warcraft's that springs to mind. Although 'mas- day use multiple game servers to serve a single virtual
sively multiplayer online’ implies that the game in questio  world through employment of some kind of load balanc-
is networked and that it supports a large amount of play- ing scheme [13, 5]. These techniques vary from static to dy-
ers simultaneously playing an instance of the game, namic allocation of clients to server clusters or even Grids
it doesn’t seem to imply a particular interface (3D, Additionally, all those servers must be connected with ever
2D or non-graphical) or a particular interactivity para- provisioned network links that exchanges something around
digm (real-time, turn-based, or other). However, what is 20 to 40 packets per second with each client, which is a re-
known as the 'MMOGs market’ today is vastly domi- sult of the client-server (or ‘interaction terminal’ to rsu-
nated by 3D virtual worlds with real-time interactivity,in  lator’) distribution strategy for interactive virtual wids.

that is what we are referring to in this paper. The large server farms and powerful network links that
run centralized MMOG simulations yield significant costs
2.1. Security to the game service providers, which usually have to charge

monthly fees from the players. Typical MMOGs such as

One important aspect of MMOGs that distinguishes PlanetSide or World of Warcraft supports from a few tens
them from general-purpose or collaborative virtual en- Of thousands to a few hundred thousand simultaneous play-
vironments (CVEs) is that the virtual environment is ©rs connected to game servers. Sony Entertainment report-
competitive. This brings forward the main security prob- edly had 1,500 servers, distributed across four clusters in
lem: protection against players that want to cheat in different locations, to serve all of its MMOGs, including
the game to gain unfair advantages over other play- PlanetSide. So, although the MMOG server-side scalabil-
ers[9, 14, 7]. ity problem can be dealt with powerful hardware, this ap-

Cheating is rampant in online games played over the In- proach can be restrictive. For one thing, small or indepen-
ternet. A MMOG model is not adequate for real-world de- dentgame studios and research groups often don'thave ac-
ployment if it doesn’t explicitly address the issue of cheat C€SS 10 that kind Qf hardware infrastructure and thus cannot
ing players. This is due to the fact that cheating in MMOGs currently employ it. . _
can be more destructive to the player experience than cheat- 10 @mphasize this last point, let's consider an example.
ing in regular online games. This is because a key aspecfM0st MMOGs today only support clients with "broadband’
of MMOG virtual worlds is that the state is persisted for COnnections. That means assuming an average 5 kB/s trans-
months or years. Players invest large amounts of time andfer rate between a cllent.and the game server-side is reason-
money improving their characters (avatars or alter-egos) i able. Thgn, agame service suchas World C_’f Warf:raft would
virtual worlds, and it is extremely frustrating to see akth b€ required to deal with 1 GB/s of real-time, timely In-

rewards for this effort vanish when other players start ac- t€rnet traffic alone when supporting 200,000 simultaneous
quiring virtual wealth’ by cheating. clients, which is a figure that was already been surpassed by

This is probably one of the main reasons why most of World of Warcraft and also probably other MMOGs. This is

the current commercial MMOGs are based on centralized@ rough estimate, since games can be optimized to use less
client-server architectures. In this model, all of the dmnu  than 5 kB/s, but they can also require more. This is clearly
tion (computation) executes on servers, which are kept in@ barrier qf entry for smaller game publishers and develop-
secure locations. The game clients just send requests (comMent studios.

mands) to the servers, which can validate them before ap-

plying them to the official, persisted state of the virtual 2.3. Consistency

world. This is the main reason why the centralized MMOG

is mostly cheat-proof: having no direct access to the ma-  Consistency [10], in a distributed interactive simulation
chines running the actual simulation, potential cheategs a is a qualitative measure based on several factors, ingudin
limited to exploiting vulnerabilities in the game protocol but not limited to:

(bugs or design weaknesses). e Level of video and audio synchronization attained be-

tween all of the interaction terminals;

2.2. Scalability e Amount of temporal inconsistencies presented to each

user (example of temporal inconsistency: showing a
dead enemy, receiving a late network event and then
rolling-back and re-executing the simulation to show

the same enemy alive after a few milliseconds later);

By centralizing the MMOG simulation on dedicated
servers, the problem of scalability arises. With the inseea
in the supported number of connected clients, it becomes
necessary to supply additional processing (CPU) and com-
munication (network) power to the game server-side. To e Responsivity of the simulator to commands issued by
supply this, most commercial MMG implementations to- human users through input devices.



These have already been studied in depth in previousand players cannot interact between instance boundaries,
works on several related research areas, such as disttibuteunless it is a mostly 'off-line’ interaction, such as a char-
interactive games, collaborative virtual environmentti-m  acter's database record being transferred from one 'shard’
tary simulation, etc. In this paper we will focus in two ad- to another, by an operation carried out through the game’s
ditional factors that are strongly related to consisteresy r web site interface.
quirements, and which are more specific to the ’on-line

game’ problem. The first factor is obvious and is directly re- Although this may seem to result in a very seamed game
lated to responsiveness (but also affects scalability and s experience, this is not so. This happens because each’shard
curity significantly), but the second factor (seamlessyiess s |arge enough to hold a healthy dose of players, such as
not usually discussed in the context of consistency reguire 5 0p0, which probably satisfies most players as long as a
ments of MMOGs. Itis a key factor that can radically alter yariety of peers is concerned. And, more importantly, all of
the consistency requirements of a MMOG distribution en- the 2D or 3D terrain of a single shard is presented to the user
gine. The two factors are: as a seamless terrain, even if the terrain is tiled and blistri
« Type of game supported (action game, role-playing utgd forproc_essing in different machines on the serves:sid
game, real-time strategy game, turn-based game orl Nis is po§5|ble because_ all server node_s have Iow-latency,
other); Ipcal, dedicated networklng_to synchronize player interac
tions that span server machine borders and transfer of play-
e Seamlessness of the virtual world’ metaphor provided ers between game tiles or machines. That seamless terrain
by the game as a whole (distributed simulation engine ysually represents a very large area where players can even
and the game’s actual design). get lost in and never meet any of the other tens of thou-
sands of players that are also currently there. And, of &urs

The first aspect can radically change the consistency re h 4 ded ith hundreds of
guirements of a game. An action game player expects re-th€ servers have to support crowded areas with hundreds o

sponsiveness to interactive commands in the order of 1000eoplﬁ in the Ilne-of-solggt ?f”eachhother just as Welrll' Cur-
milliseconds, and anything about 200 milliseconds will "€nt client-server MMOGs follow the same approach more

start to feel inadequate. Role-playing and real-time styat or less, varying the distribution technology employed an th

games tolerate interactions in the range between 500ms anq:zrver side, which is usually not well published since today

1000ms, or maybe more, depending on which techniquest ey can be considered valuable trade secrets.

the particular game uses to hide network latency. Turn-
based games can tolerate almost any latency, but, on the Some games present new game designs, approaching the
other hand, probably won't tolerate temporal inconsisten- consistency problem in innovative ways. An example is the
cies as well as the other types of games. Action games ar&ame Guild Wars. In this game, instead of providing a huge,
particularly difficult to decentralize in a massively multi ~ single 3D virtual space where thousands of avatars roam
player context while keeping security and scalability.tfor  freely, the game creates collections of smaller spaceshwhic
nately, most MMOGs today are RPGs (role-playing games), can have two different natures. A player can be at a 'town’,
which tolerate greater response times and thus making thechatting and trading with other players, orit can be in an 'in
task of decentralizing the simulator in a secure and saalabl stance’, having an adventure. In the first kind of space, hun-
way much more palatable. dreds of players can gather. In the second kind of space,
We will now concentrate on the second aspect which is ©nly up to 16 players can gather, at least for player-versus-
related to consistency: seamlessness. By default, one asPlayer duels (without computer-controlled opponents)sTh
sumes that a 'virtual world’ is like the real world. Thatis, i changes the 'consistency game’ of MMOGs in a subtle
provides a single virtual 3D or 2D space where game char-Way: if you can partition players in ‘instances’, which are
acters roam and interact with each other in real-time. How- dynamically-created, non-persisted spaces, then thrbdist
ever, that is almost always never exactly the case. The earlytion problem at the server-side can be greatly simplified.
commercial MMOGs like EverQuest estabilished the no-
tion of 'server shards’, which are a player metaphor for an  In closing, the amount of consistency offered by a client-
instance of the game world. Basically, the ‘virtual world’, server MMOG will increase as more processing and net-
as outlined by the game designers and rendered by game&vorking resources are allocated on the server-side, pedvid
programmers and artists, is copied (instanced) over sevthe number of simultaneous clients supported by the sys-
eral servers, or clusters of servers. Players then choase ontem remains the same. The particular strategy for distribut
server or cluster of servers to play on. Each server or clus-ing the simulators on the server-side is also important, and
ter of servers manages a separate virtual world, and it worksin some way determines the amount of gain or loss with
almost exactly as a separate game. The content is the sam@dded or removed processing or networking resources at the
but each 'server shard’ is a differentinstance of that catnte  server-side.



3. The MMOG decentralization problem nodes that are often identified in peer-to-peer file sharing
networks. Scalability is also dependant on good tile man-
Several research papers have been dedicated to peer-tagers, and also on the size of tiles and the kind of network
peer support for massively multiplayer on-line games. As transport used. Many works assume that the communica-
far as we know, most proposals fail to address, at the sameion that happens within each tile is carried on one or sévera
time, the security, scalability and consistency issue$ tha multicast channels, which reduces the overall bandwidth re
arise when partial or total decentralization of the game sim quirement, particularly for the tile manager.
ulation is attempted. We examine the issues below. The Security pr0b|em with the tile manager approach'
The flow of a client-server interactive simulator can be powever, is severe. If the tile manager is the sole entity
roughly described by the sequence below: responsible for ordering, validating and executing events
1. Client reads local input devices, translates them into in €ach tile, then a single manager can, for instance, pro-
requests, and sends those to the Server; duce large amounts of ‘virtual wealth’ and give it to any
layer, thus ruining not only the game experience on that
ile, but wrecking the whole game economy instantly (note
that MMOGs are games with a persisted state). This is com-
3. Server sends updates to all clients (e.g. what eachpletely unacceptable for a real-world MMOG service.
c_Iient will see or hear on the next slice of simulation Other approaches try to attain security by turning each
time); and every peer that is playing on a tile into a manager. That
4. Client receives updates and renders them as multimeusually dictates that every action by one playing peer must
dia feedback (video, audio, force-feedback, etc). be acknowledged by every other peer in the tile before it can
be commited. This solves security but, on the other hand, it
creates scalability and consistency problems. Scabhalislit
severely impacted, because it creates problems with inter-

2. Server receives player requests, validades, orders an
executes them, modifying the game’s state;

The security problem in client-server MMOGs is easier
to deal with, because untrusty client machines are only re-

sponsible for the bare minimum of tasks (steps 1 and 4)’tile interaction (an N-to-N communication problem) and til

while the servers do all of the critical tasks like validatin rocessing (for instance, when all peers, 'super’ or na, ar
ordering and executing events (steps 2 and 3). Decentral? 9 ' b » SUp ’

o n 4 . required to simulate the whole 3D tile on each machine).
ization is all about moving steps 2 and 3 partially or totally : . ; o . )

. . o : Consistency is a problem when inter-tile interaction gyali
to untrusty client machines. How this is done determines

whether a peer-to-peer MMOG model is exploitable or not. is compromised (for instance, in the FreeMMG [3] model,

. : where it also creates a subtle server-side scalabilitye)ssu
Follows an example that illustrates how the security prob- .
) . or when one of the peers suddenly dies or becomes unre-
lem arises in peer-to-peer MMOG proposals.

The common theme in peer-to-peer MMOG proposals is sponsive, dragging down the interaction responsivity & th

" . . . ; whole tile since all peers must confirm all interactions.

to partition the virtual game space into tiles following som
pattern (rectangles[3], hexagons [6], arbitrary shapg®f8
others) and deal with each tile separately. And, one of the3.1. Manipulating consistency requirements
several ways in which to deal with the simulation in each
tile is to choose a single client machine to act as the simu-  One of the ways to solve both scalability and security in
lator of that tile. In essence, one client becomes one of thea peer-to-peer MMOGs model is to tackle the consistency
server machines in a cluster of servers that serves thelshar problem in creative ways, in a way that options for dealing
of a MMOG. The clients that are responsible for tiles (the With scalability and security are not severely limited. Fhi
tile 'managers’) communicate between themselves to nego-section focuses on two aspects that can be creatively ma-
tiate what happens in situations where events in differentnipulated, and that were mentioned in Section 2.3: type of
tiles affect each other (e.g. players in adjacent tilesrgpei games supported and seamlessness.
each other and shooting projectiles at each other). Clients The following discussion intends to serve as examples on
that are not responsible for simulating tiles act exactly as how the seamlessness and game-type support can be manip-
clients of centralized MMOGs: they simply connect to the ulated to solve the consistency problem while, at the same
manager of the tile that they’re currently on, sending re- time, providing a solid foundation where the scalabilitglan
guests to them and receiving updates from them. security problems can be more definitively solved. But that

Those approaches usually fare well in the consistencyhas a price, and this is also discussed below.
and scalability problems. Consistency is mostly dependant FreeMMG [3] is a proposal for secure and scalable
on choosing good tile managers, and some approaches ensupport for real-time strategy games. FreeMMG also par-
ploy back-up managers that can hot-swap very efficiently tially satisfies the consistency requirements of a massivel
if the official manager dies unexpectedly. Tile managers multiplayer (MMOG) real-time strategy (RTS) game. Ac-
will be analogous to the 'super-peers’, the more dependabletually, that leads to a rather contrived and academic discus



sion on the FreeMMG dissertation, which is a reflex of the have a focus on security, since those spaces are where all
non-existance of 'true’ MMOG RTS games, that is, a de- trading between players occurs.

ployed MMOG that would have the same consistency re- The main security weakness in P2PSE occurs when an

quirements of small-scale RTS games such as Age of Em-action space game ends, and the results have to be carried
pires or Starcraft. over to the social space. At that point in time, the server

The FreeMMG model is simple: a single server, run- must collect an 'end-game report’ from each player. The
ning on the game provider, acts as a tile manager. The vir-main problem is not about when there are disagreements
tual world is divided into tiles that are supposed to be ad- on the reports, but when all the players agree on the re-
jacent to each other. Each tile is managed by all peers thagult, and the result is a fake. This is known as the "collusion
are currently playing on that tile (see above for the implica cheating’ problem: all players collude to provide a very-pos
tions of this). However, since in a RTS game it is expected itive value for all of them (e.g. provide huge and unjustified
that no more than 10 or 20 peers will be playing on the awards for each player). A publication related to P2PSE ad-
same RTS game board (against whose size the 'tile size'dresses that problem [4], providing some initial result th
of FreeMMG is adjusted), we can guarantee that hot-spotsshow promising scalability and consistency properties.
won't be a pressing issue. Security is attained for fregesin Both FreeMMG and P2PSE are examples of trading off
synchronization is conservative on each tile. All peerstmus Or otherwise manipulating seamlessness and types of games
agree on the computation, making it difficult to cheat. The that are supported, with the goal of facilitating the task of
hit on player responsivity is acceptable since it is a RTS supporting the consistency requirements of the game, and
game. The main casualty is the seamlessness: interaction# a way that leaves the remaining scalability and security
between tiles are not fully supported. There is limited sup- problems in a solvable state. However, they are both unable
port that goes through the server. There is a general assumg0 support mainstream commercial RPG MMOGs such as
tion in FreeMMG that the player’s joy when experiencing a World of Warcraft, EverQuest, and others, which comprise
large-scale version of a true real-time RTS would compen- the vast majority of MMOGs, commercial or otherwise.
sate for the lack of interaction support on borders. It is im-

_po_ssible to k_now if that would be _the case unless the modelg. Conclusions and future work
is instanced in a real product, which hasn’t happened so far.

P2PSE is an ongoing project in the Group of Parallel  This paper presented the current problem of client-server
and Distributed Processing (GPPD) at UFRGS. The P2PSBEVIMOGsSs: their scalability, consistency and security featur
model tries to offer a game metaphor very similar to the come at an economic price. A current research problem
one employed by Guild Wars (see explanation on Sectionis providing peer-to-peer or hybrid models for supporting
2.3). The innovation is to support the 'town’ environments MMOGs. However, the paper argues that it is difficult to at-
(called 'social spaces’ in P2PSE) with a client-server-cen tain scalability, consistency and security at the same ¢ime
tralized simulator, and the instanced’ environmentslézhl  a partially or fully decentralized MMOG. Although the au-
'action spaces’ in P2PSE) with peer-to-peer, decentmdlize thors cannot guarantee that such proposal has already been
simulation. P2PSE is thus a hybrid model, which assumesmade, the current commercial MMOG landscape, which is
that most of the traffic occurs when players are in action comprised exclusively of pure client-server MMOGs, hints
spaces. This is because consistency requirements of socialt that possibility, and motivates further research. This p
spaces are low: players really don't need to see other play-per is a first step for a thesis proposal, and, in that scope,
ers moving in real-time. On the other hand, consistency future work includes identifying a possibility for address
requirements of action spaces are high: players absolutelying consistency, security and scalability in a decentealiz
need to send updates frequently to each other so that tempavIMOG model that supports current MMORPGs (massively
ral inconsistencies are avoided as much as possible, allowmultiplayer online role-playing games), with support for
ing players to dodge high-speed projectiles and performingseamless virtual worlds, like as provided by all current
other activities that are very time-sensitive. MMORPGs.
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