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Abstract

This paper presents Triva, a three dimensional visual-
ization prototype conceived to the analysis of monitoring
data collected in distributed environments. The basic idea
of this prototype is to apply information visualization tech-
niques in the context of parallel processing in order to ren-
der 3D graphics that enable a better understanding of par-
allel applications and resources. This paper presents three
aspects of Triva: the idea of the 3D visualization applied
to distributed environments; the details of the prototype de-
veloped, focusing in the way it can be extended, and finally
the results obtained with it, showing an analysis of a paral-
lel application executed in a Grid with the KAAPI commu-
nication library.

1. Introduction

The analysis of parallel applications is an important task
in a distributed environment, such as Grids. This task allows
a developer to improve the performance of the application
by possibly taking into account environment characteristics
and correlating them to the application behavior. This oper-
ation is usually a complicated task, considering the amount
of data to analyze and the lack of determinism in the execu-
tion of parallel applications.

The use of visualization is one solution to perform this
analysis. Most of these tools work with two dimensional
graphics, where one of the dimensions is used to describe
the monitored entities of the application, such as processes,
threads, and so on, and the other axis is used to represent
time. With this, developers can visually analyze the time
evolution of application components through graphics com-
monly known as Gantt-charts [15]. Examples of this kind of
tool are Paj́e [4], Paradyn [8], Paraver [9] and many others.
Although gantt-charts is widely used in distributed environ-
ments to analyze parallel applications, it has a set of limita-
tions when applied to more dynamic and scalable environ-
ments. Such limitations include the limited set of interac-
tion mechanisms available to the user, the use of only one

dimension to describe the monitored entities and the lack of
support to analyze the application correlated with resources
monitoring data.

These limitations in traditional visualization schemes for
monitoring data lead us to propose a novel way to analyze
monitoring data from parallel applications. Our approach is
to use a three dimensional (3D) visualization. With this, we
preserve two dimensions to describe the application’s enti-
ties and use the third dimension to observe the evolution of
the data over time [11]. Additionally, we intend to use in-
formation visualization techniques in this 3D scene in or-
der to improve the perception of application’s characteris-
tics and patterns.

Some tools already employ a 3D visualization to ana-
lyze monitoring data. OpenMosix [2] has one tool called
3dmosmon that shows the use of resources in real time.
Virtue [13] offers three types of 3D graphics for the appli-
cation analysis: widearea, time-tunnel and call-graph. Wide
area uses a geographic map, like the one available in GridPP
[6]. Time-tunnel shows the application’s time evolution in-
side a 3D cylinder and call-graph shows 3D objects to il-
lustrate the function call order of the application. The com-
parison with our approach shows that the only similar work
is the time-tunnel display in Virtue. However, this display
does not offer multiple configurations for the visualization
base, as we do with our model.

This paper presents an overview of our 3D visualiza-
tion and its corresponding implementation through our pro-
totype Triva, in the next section. We also present Triva’s
screenshots in section 3. After this, we conclude the paper
with a summary and future work.

2. Triva Approach

This section presents the prototype Triva and the 3D ap-
proach [11]. The main characteristics of the idea are the use
of three dimensions to represent monitoring data collected
in distributed environments, its ability to aggregate informa-
tion visualization techniques to the analysis of parallel ap-



plications and an aesthetic view [7] of the data. We give an
overview of the 3D model focusing in its extensible feature
and relate it to the concepts of parallel processing. The sec-
ond subsection explain the implementation details of Triva.
It presents the decisions we took to implement the model
and the interaction with existing software libraries.

2.1. 3D Model

Traditional visualization tools for monitoring data [4,
8–10] usually offer two-dimensional graphics. In most of
these tools, one of the dimensions is used to describe the re-
sources and their organization and the other one is used to
show the evolution of these resources over time. This kind
of graphic is commonly named as Gantt-charts [15].

Another type of two dimensional visualization is the
one used by online monitoring systems, such as Monika of
Grid5000 [3], where both dimensions are used to describe
the resources. In these systems, the visualization shows only
the current state of the resources, and does not provide a
way to visualize historical information.

The proposed three dimensional approach tries to unify
the idea of having two dimensions to describe the resources,
together with a third dimension to show historical informa-
tion. With this, different techniques, such as graph draw-
ing and squarified treemap, can be applied to better visually
represent the resources and their correspondence to the ap-
plications being executed. Figure 1 shows a synthetic visu-
alization of the 3D model. The monitored entities are placed
in the visualization base, and their state changes over time
are drawn in the vertical axis. In the hypothetical example
of the figure, a network graph was drawn in the visualiza-
tion base together with an application with five processes
running on top of that network. By using information vi-
sualization and interaction techniques within the three di-
mensional scene, the user can better correlate the applica-
tion with the used resources.

The monitored data that can be visualized in this ap-
proach is basically composed by events that describe the
behavior of monitored entities. These entities can be any-
thing from an application process or thread, to a single re-
source, such as a processor, machine or the network itself.
Each event has one type and is always related to a moni-
tored entity, having additional information that corresponds
only to its type. The model receives these events always as
a flow. The events can also be read from trace files, where
each event is read at a time and passed to the model. Fig-
ure 2 shows the component model, used to generate a 3D
scene with the monitored data.

The component A is responsible to receive the monitor-
ing data from possibly multiple sources, in a distributed sys-
tem. It takes this information and send it to the component
B, which is responsible to extract from the flow of events

Figure 1. The three dimensional approach
with a network graph represented in the
base.
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Figure 2. Component model used to create a
three dimensional visualization.

the information necessary to build a specific visualization
base configured by the user. The information extracted usu-
ally is composed by a set of monitored entities, but can also
be any type or set of types of events. This data is sent to one
of the D components. It can have any number of compo-
nents D as the number of visual techniques used to draw the
data in the visualization base. Today, we planed at least four
types of components D: one to dynamically generate the ap-
plication graph [11]; another to draw the application data
over a static network graph; and the last two to use dynamic
treemaps [14], one showing the application structure and
another to show the application over a resource treemap.
All D components must follow a strict protocol which en-
ables them to communicate with component C. The compo-
nent C is responsible to render the 3D scene using the infor-
mation from one of the components D and also the flow of
events sent by component B.

The component C, seen in Figure 2, is also responsible to
handle visual interaction techniques. These techniques can
be used in order to perform a better analysis of the moni-
tored data. The techniques include zooming facilities, cam-
era translation and rotation to obtain a different point-of-
view of the data, animations of the visual objects and so on.



The model can be easily extended with new visualiza-
tion techniques. For example, in the case where the moni-
tored data have enough information to group the application
being analyzed by the resources used, a different visualiza-
tion technique could be applied in order to group the enti-
ties by grids - clusters - nodes - processors and cores. Using
aggregation and filtering techniques, the user can then an-
alyze the application in different levels of detail. The next
section explains how this model was implemented.

2.2. Prototype Implementation

A 3D visualization prototype called Triva is being devel-
oped in order to assess the potential of the three dimensional
model for visualization of monitoring data. Triva stands for
ThRee dimensional and Interactive Visualization Analysis.
Its implementation uses existing tools and libraries such as
DIMVisual [12], Paj́e [4] and Graphviz [5] in order to pro-
vide a 3D visualization tool for monitoring data. Figure 3
depicts the implementation design in modules.
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Figure 3. TRIVA implementation in modules.

Triva uses as input the monitoring data provided by the
library DIMVisual. This library is able to integrate data
from different sources in a distributed system. Currently,
DIMVisual is configured to use only KAAPI trace files as
input. In Figure 3, the DIMVisual module generates as out-
put a flow of events in the Pajé file format. These events
are received by the Pajé Simulator, which is the same com-
ponent used by the Pajé Visualization Tool. The simulator
generates as output a set of visual objects ready to be vi-
sualized. In Triva, we built an extractor module that selects
from the flow of visual objects generated by the simulator
only objects that the modules that appears under it need.

Still in Figure 3, we have four modules that are re-
sponsible for generating different visualization base con-
figurations. The Application Graph module receives from
the extractor only monitored entities, such as processes and
threads, and the interactions among them. It uses the li-
brary Graphviz to generate a graph in the visualization base.
The graph helps the user of Triva to detect the communica-
tion pattern of the application. Another module is the Ap-

plication Treemap. It is responsible to generate a squari-
fied treemap [1] in the visualization base only with infor-
mation that the extractor sends it. This module is config-
urable from the user interface, allowing the user to configure
the treemap with specific details from the monitoring data,
such as the number of nodes, number of relations among
monitored entities, the size of communications, among oth-
ers. The third module is the Resource Graph. This module
is configured with a file in the dot format of Graphviz and
generates a graph that can represent the network topology
of a distributed environment, or the connections of the mid-
dleware used by the application. The module also receives
from the extractor the monitored entities, placing them in
the visualization in the resource that the monitored entity
used. The objective of this module in the context of appli-
cation analysis is to offer the user the possibility to ana-
lyze the application in a multi-level approach, together with
the graph of resources. The fourth module is the Resources
Treemap module. It is configured with a file that has a hi-
erarchical description of the resources. A usual configura-
tion is a hierarchy of Grid - Cluster - Machine - Processors.
The module cooperates with the visualization module in or-
der to dynamically change the treemap in the visualization
following the configurations done by the user. As a result,
the analysis can be used in order to identify possible unbal-
ances in the execution.

One advantage of Triva is the use of modules to gener-
ate the visualization base. This allows an easy extension of
prototype features in order to add new techniques to gener-
ate the visualization base with the description of resources
and monitored entities. This is possible with the use of a
generic protocol by the extractor module. The use of Pajé
also helps the development of a generic prototype, since its
format is not attached to any kind of trace library [4]. The
objects generated by the Pajé simulator are generic and can
describe almost any kind of monitoring data, from appli-
cations traces to database management. This gives Triva a
possibly wider range of users.

3. Experiments and Results

A KAAPI parallel application was used to generate the
traces visualized by Triva. The application was designed to
be a set of tasks and relations among them. KAAPI is then
responsible to distribute these tasks and perform load bal-
ancing through work stealing algorithms.

Figure 4 shows the work stealing requests performed by
the library during the execution of an application with 30
processes over two clusters, one of the clusters with 14 ma-
chines and another with 16. The squarified treemap visual-
ization base shows both clusters: the right side of the corner
represents the resources of one cluster, and the left the other
one. Each process is allocated to one machine by the library.



The objective with the image is to see if the applications is
well balanced over the resources it uses. In the figure, only
the beginning of the application execution is shown. We can
clearly see that the KAAPI library starts by a greater num-
ber of work stealing request in one of the clusters. Our tests
in further analysis during this visualization have shown that
the number of work stealing events, even those between the
clusters, decreased during the application execution, butap-
pear more frequently in the end of the application.

Figure 4. Resource Treemap Base

4. Conclusion

This paper presented a new approach to the visualiza-
tion of monitored data from Grids. The approach consists in
the use of a three dimensional visualization in order to bet-
ter correlate application monitoring data with resource in-
formation [11]. It also uses information visualization tech-
niques to improve the user experience during the applica-
tion analysis. We also presented Triva, our prototype and
detailed its capability of adding new visualization modules
with new techniques to the visualization base. The results
show that the 3D visualization can improve the user percep-
tion of application patterns specially in the cases where re-
source data is also presented during the analysis.

As future works, we intend to extend Triva’s capabili-
ties by offering new interaction techniques, such as anima-
tion of visual objects, time-related operations and interac-
tive data reduction. We will also investigate the use of an
animated and visual replay technique, in order to show step
by step the application behavior.
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