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Abstract

This paper presents the Spread and Iterative Se@®&iS) motion estimation algorithm, which uses a
random spread evaluation together with a centrakative evaluation to avoid local minima falls ata
increase the image quality for high definition vdde Considering Full HD videos, S&IS reached anrage
PSNR gain of 1.41dB when compared to Diamond Seaiith an increase of about four times in the numbe
of evaluated blocks. An efficient architecture the S&IS algorithm is also presented in this papEne
architecture was designed targeting real time pssteg (30 fps) for QFHD videos (3840x2160 pixel)e
architecture was described in VHDL and synthesiioed TSMC 90nm standard cells technology. Synthesis
results show that the architecture is able to pssc®FHD frames in real time and also is able toclkea good
trade-off among area, memory and power consumpfimtessing QFHD videos with 62.2 mW.

1. Introduction

Motion Estimation (ME) is the video coding stepttiamands the highest computational effort (80%hef
encoder complexity [1]) and is responsible for thighest compressing rates among all encoding tddis.
current video coding standards, like MPEG2 [2], 64/AVC [3] and the emerging HEVC (High Efficiency
Video Coding) do not restrict how the ME is dong Based on this fact, there is a vast space ttoexmew
algorithm solutions, which are evaluated accordinthe trade-off between complexity and objectivaldy of
the digital video. The new ME algorithmic solutipnisesides to provide better quality and/or reduced
complexity, also should consider the hardware imgletation features. This is important because so&w
solutions hardly can achieve real time (30 fran@rssecond) when processing high definition (HDewasl The
Full Search (FS) is the optimum ME search algoriihnterms of quality. It explores all possibilitiés the
search area and the best possible match is alwaysdf However, the FS computational complexity is
extremely prohibitive, mainly when encoding HD \od€5].

There are a lot of fast algorithms based on diffefeeuristics that explore video characteristidatesl to
temporal locality, which are able to achieve goesuits in the trade-off between computational cexipt and
objective digital video quality. However, most bete algorithms have as weakness the fragility vaeating
with local minima, especially when encoding HD adeSimulation results show that the encoding m®der
low resolution videos is not substantially affectieyl these local minima falls and this fragility bewes
imperceptible [6]. However, as higher is the resofy as higher is the tendency of these fast élguos fall in
local minima, causing a quality degradation.

Most of fast ME published algorithms present trepiality results only for low resolution videos. #n
previous work of our group an investigation abol Bhowed that the quality can drastically changemihe
resolution is increased and fast algorithms ared U$¢ and concludes that with the resolution insea
traditional fast algorithms significantly lose gitiglwhen compared to FS.

The main objective of this work is to propose a ndix algorithm to increase the ME quality results fo
HD videos. This new algorithm was called Spread #edative Search (S&IS). Besides, S&IS hardware
architecture was also presented in this paper,hwisicapable to process QFHD frames (3840x2160g)ike
real time at 30 frames per second (fps). Softwarduations for HD videos show that S&IS consideyabl
surpass the Diamond Search (DS) quality, addinmall scomputational complexity in the ME processislt
achieved inserting randomness in the ME, whichisféicient way to avoid local minima falls.

2. Related Works

There are a lot of ME algorithms and architectymalslished in the literature, however, only a fevtl@m
are focused on HD videos and most of them are basedgorithms which are susceptible to local manifalls.
Based on this fact, there are a few works thatbeafairly compared to S&IS because in low resohgianany
fast algorithms are able to achieve quality restttsiparable to that reached by FS. But these gesults are
not maintained for high definition videos.

A ME architecture with the algorithm Dynamic VariatStep Search (DVSS) is proposed in [7]. For low
resolution videos, this algorithm achieves almbstdame quality than FS, however, quality resolits=till HD
videos area not presented. A ME architecture ferRast Top-Winners (FTW) algorithm is proposeddh [
That work uses the level C data re-use scheme,hwdllows a reduced use of memory bits. The woik [9
presents an algorithm for Multi-Resolution ME (MMEA hat work considers two reference frames inNtie
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process but it does not present quality resultsHbr videos. Adaptive True Motion Estimation (ATME)
algorithm is presented in [10]. It presents evatuest for Full HD videos. In that work are necessanjy 104
cycles in average to process a 16x16 block.

It is difficult to find papers proposing ME algdrihs that present quality results considering HDlyG@hre
work [10] evaluates the proposed algorithms usiald lHD videos. Then the comparisons are not faiges for
most of published fast algorithms as higher isvildeo definition as higher is the losses in imagality when
compared to FS.

3. S&IS Algorithm

The main goal of the fast ME S&IS algorithm is &hi&ve high quality when encoding HD videos. This
goal is reached using techniques to reduce loaaihmai falls. A pseudo-random generator is used teigaeN
spread positions inside the search area, and tlee8um of Absolute Differences (SAD) is computedtfese
N candidate blocks. These SADs are compared andothest one is selected. This is the spread block
evaluation part of S&IS. Together with the randdeps a traditional approach is used to evaluate¢mter of
the search area. The DS is used to explore theaaidd block and its neighbors in an iterative pssc This
central evaluation is important especially when lmation videos are being encoded. The DS is usdHisn
central evaluation of S&IS algorithm.

The S&IS works as follows: (1) the search areaivdddd in four sectors; (2N spread positions are
pseudo-randomly generated for each sector; (3@ is computed for each one of these positionstaad
best one is selected; (4) an iterative procesgudth algorithm is started at the center of thedearea; (5) the
best result between the spread positions and titerc®S is selected as the best matching.

It is possible to notice that the random spreadlblevaluation and the iterative DS evaluation can b
calculated in a parallel or in a sequential fashibhe DS is an iterative algorithm with data deparaes
among these iterations. When the parallelism isoe®d in the hardware design of S&IS algorithm, iteeative
DS step will define the final throughput, since SAD calculations of the spread random step caddme in
parallel.

4.  S&IS VLSI Design

Fig. 1 presents the designed architecture for S&lgdrithm. This architecture was described in VHDL
with the following specificationsN = 96 for each search area, a block size of 16xilb 41 pixel sub-
sampling and the maximum iterations of Diamond Searas restricted to five.
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Fig. 1 — S&IS VLSI Design

In advance to start the ME process, it is necedsafift the Reference Memory from an off-chip memyo
By this time, the Linear Feedback Shift RegistdfSR) randomizes 48 positions (inside the Randont) Uhd
achieve a better processing rate, the referenceonyestarts to be written with the necessary pas#titor the
first Large Diamond Search Pattern (LDSP) calcakatDuring this period, the DS local memories starask
the Reference Memory for data of the nine positiohthe LDSP and data for the refinement. Whenldbal
memories are filled, the data are sent to the RBsicg Units, where the SAD is computed. The conipaia
responsible to find the lowest SAD.

Each PU receives eight samples per cycle. The POepses these samples in four pipeline stages. The
comparator receives the SADs calculated by the Blbe and it is able to define the lowest SAD irfoycles.

Each Random Unit in Fig. 1 is composed by a Locafridry (8x8 bytes), a LFSR, a controller to selret t
position that will be written in the Local Memompéia PU. A half of the 96 randomly selected posgiare
evaluated in parallel, then, the hardware desigd 48 Random Unities.

When the DS is processing and comparing the SAba fdDSP iteration, the Reference Memory starts to
be read by the Random Step. The Controller of &atdom Unit is responsible to select if its Locadrivbry
should store the information read from the Refezdviemory.
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When the DS finishes the first LDSP calculatiol® Reference Memory stops to be read by the Random
Step and the DS step starts do read the Referemraohy again. When the DS finishes the this Referenc
Memory reading, the Random step continues to re@ddmaining lines, finishing the selection of finst half
of the random positions. In the next DS LDSP iferatthe SAD of this first half of random positiofns
computed in parallel for these 48 positions. Thhka,SADs are sent to the comparator of the randemand
the best SAD is stored. The Random step comparateives 48 SAD values and it is able to find testiISAD
in seven clock cycles. This interlaced way to rézel Reference Memory is repeated for the fourth fared
LDSP iterations when the second group of randonitipos is read from the Reference Memory. When the
Small Diamond Search Pattern (SDSP) process isia@teal, the last 48 positions of the Random Step are
evaluated. The SADs calculated in this stage amgpeoed with the best SAD of the previous randorm ated
with the best DS SAD and the motion vector is gateel indicating the block with the best SAD amémese
three results. The proposed architecture spengsl@dl clock cycles to encode a 16x16 block.

5. Results and Comparisons

The S&IS algorithm was evaluated in a framework nghtbe motion estimation quality was evaluatedgisin
ten standard video sequences were used [11]. Tal@ygresults (PSNR) and the number of computeahso
(NCB) are presented in Tab. 1. A comparison agdd&tFS and the random step running alone (witbajt
are also presented in Tab. 1. All evaluations amrsid: (1) a block size with 16x16 samples andguaid:1
sub-sampling rate; (2) a search area with 96x96kmrand (3) a restriction of five iterations. Aymihg Tab.

1, the S&IS achieves an average quality gain of 2 in comparison to DS with a complexity increa$éur
times. In comparison to FS, the S&IS achieved arage PSNR loss of 1.56 dB, using 73 times lespaoza
blocks than FS. The Random Step running alone mb&@iPSNR loss of 3.92 dB when compared to DS. On
other hand, the random step is responsible to amage of 48.2% of the best SADs obtained by theSS&l
which means that the good results of S&IS is fuorctf an efficient combination of both: the randstep and
the DS step. The S&IS architecture has been destiitb VHDL and synthesized for 90nm ST standarts cel
technology. Synthesis results are presented in ZabThe architecture used 84.32 KGates and predemt
power consumption of 62.2 mW when running at 1692Mitlis possible to process QFHD videos in raakti
Tab. 2 also presents comparisons with related wdrkis work was compared with the works [7-10]. Tab
presents the following parameters: technology, mari operation frequency, consumed area, memory bits
cycles per block, frames per second for Full HD @¥HD videos and power consumption. Comparing with
[7], our architecture uses a lower number of clagkles to process one block and it achieves a rbette
operational frequency, allowing S&IS architectuoer¢éach a better processing rate. The work [8] gsep a
ME architecture that uses a lower area than S&thicture and uses a lower number of memory Bits.
other hand, our work achieves almost the doubkh@fperation frequency and uses 9.5 times leds<tttan

[8]. Again, our architecture has a better procegsitte. The work [9] is able to process Full HDeod in real
time using less memory bits than S&IS architectti@wever, the S&IS architecture can process QFHI2as

in real time and it also uses lower area resour€esparing the area results with the work [10], 8&IS
architecture uses less hardware resources. The[i@fkises less clock cycles than S&IS to processhdock.
However, the S&IS architecture operational freqyeiscmuch higher, enabling our architecture to echia
higher processing rate than [10]. Our solutiorsusgh operation frequency to achieve real timegssing of
QFHD videos, however, if our work was focused ofi A videos, the operation frequency should baiart

of the current one, which would reduce the powerscmption by a factor of four. This means that S&IS
architecture would consume about 16 mW, whichdsrapetitive result of power to encode Full HD video

Tab.1l — S&IS quality and complexity evaluation anparisons

Random DS S&IS FS
Video PSNR #NCB PSNR (dB #NCB | PSNR | #NCB | PSNR | #NCB
(dB) (x10°) (x10°) (dB) | (x10%) | (dB) | (x10%)
blue_sky 22.22 0.15 30.01 0.04 31.12 0.20 3443 66l4.
man_in_car 33.68 0.15 37.80 0.03 39.81 0.18 39|99 4.661
pedestrian_area 29.96 0.11 32.22 0.0b 34.83 0j19 .9735 14.66
riverbed 25.74 0.15 24.42 0.06 26.47 0.2 27.[712 664.
rolling_tomatoes 33.59 0.15 37.38 0.03 37.87 0.18 8.18 14.66
rush_hour 31.87 0.15 36.48 0.03 36.99 0.18 37/40 .6614
station2 30.39 0.15 37.76 0.04 37.98 0.19 3864 66l4.
sunflower 29.51 0.15 37.11 0.05 37.90 0.19 39.00 .664
traffic 25.64 0.15 24.90 0.07 28.2[7 0.21 32.45 684.6
tractor 26.63 0.15 29.26 0.06 30.11 0.21L 32.p5 @4.6
Average 28.92 0.15 32.74 0.05 34.15 0.20 35.71 a4.6
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Tab.2 — Synthesis Results and Comparisons

Architecture | Technology Fr(eh?ni?cy Area I\?I?l;]'; r)y Cyé:llg(s:,kper ng]llps pr':D F(’nc;vvzgr
Tasdizen [7] Virtex 5 130 2,282 KCLBs 0.51 467 34 8.5 n.a
Lai [8] 180nm 83.3 26 KGates 28.7 1282 8 2 60.84
Yin [9] 180nm 200 260 KGates 11.3 872 28 7 n.a
Cetin [10] | FPGA90nm 63 33 KLUTS ﬁ:é‘kagi‘?\;' (avleorige) 747 | 187 | na
S&IS 90nm 169 84.32 KGates 55.9 174 119.9 30 62.2

6.

Conclusions

This work presented the Spread and Iterative Sg&&KS) ME algorithm and the respective architeetur

focused on QFHD videos. The objective of this waids to propose a new fast algorithm capable tohreac
better image quality than other fast algorithms Hagh definition videos. The algorithm uses spreaddom
positions as a strategy to reduce local minima félvaluation results shows that the S&IS algoriivhieves
an average gain of 1.41 dB in quality when comp&oddS.

The proposed architecture was synthesized for $Simafiandard cells technology. Synthesis resulte/sho

that the architecture is able to process QFHD ddeonsuming only 62.2mW. Comparing to others
architectures in the literature, this work obtainedbetter frequency and a better processing rate avi
considerable low number of used clock cycles pechol
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