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Abstract 

The use of fault-tolerant mechanisms embedded in Network-on-Chips (NoCs) becomes essential to ensure 
connectivity in the presence of massive defects. Information from the manufacturing test can help to adapt the 
embedded fault-tolerant techniques in according to the location of defects in the NoC. In this paper, three 
strategies are used to cope with massive defects in NoC links. In this way, by combine the right strategies, it is 
possible to minimize performance and power overheads because only the defect regions will use the fault-
tolerant techniques. 

1. Introduction 
The use of fault-tolerant methods in such architectures has become crucial to increase yield, due to the 

huge amount of defects that comes from the aggressive technology scaling reaching the limits of silicon. As 
the number of defects increases, fault-tolerant techniques are expected to cope with multiple faults at the same 
time, since that the defect rate can reach a significant number of wires in channel links.  

A Network-on-Chip (NoC) offers better scalability and performance than a traditional bus, and it has been 
used as alternative architecture to provide communication inside of Systems-on-Chip (SoCs). Defects in NoC 
can happen in all components: routers, links, processing elements and network interfaces. Related techniques 
to mitigate faults in the links usually are based on parity check, retransmission, data splitting and adaptive 
routing [1-3]. Normally they assume a single fault per link scenario, and a traditional example of technique 
considered is single-error correction and double-error detection (SEC/DEC) is the Hamming code. It is placed 
in each routing to encode and decode the data at each link. This technique shows large area overhead because 
extra wires are required in every link for the parity bits. Moreover, it causes performance penalty and 
excessive power dissipation, because encoding and decoding blocks are placed in the critical path, protecting 
the link even when no defect is observed.  

The model of a single fault per link is not valid any longer, since multiple manufacture defects are more 
common to be observed in locations close to each other as clusters of defects in nanometer technologies [4]. 
The problem is that the use of several embedded fault-tolerant techniques to cope with multiple faults in links 
significantly enlarges the overheads in area, performance and power. In [3], the authors propose an adaptive 
routing strategy to cope with multiple defects in each link and multiple faulty links. The adaptive routing 
provides minimal changes in the XY path and can cope with faults that affect up to 100% of wires in a single 
link, once that the faulty link can be completed avoided by using a different path to forward the packets. 
However, this technique has some limitations, as there is a limit of faulty links that can be considered in order 
to find an alternative fault free path to ensure the NoC connectivity. In order to ensure the best scenario to the 
connectivity, and to improve the number of faulty links that can be handled by the NoC, data splitting is used 
[5]. The combination of [3] and [5] can cope with more than 50% of faulty wires distributed in several links. 
When both strategies cannot find a solution for some faulty case, the remapping strategy might be employed. 
Our proposal needs off-line testing and diagnosis to adjust the techniques in according to the type, number and 
location of defects in the NoC links. Because defects are expected to be in clusters, it is possible to minimize 
the area, performance and power overheads turning on the fault tolerant mechanisms only in the defective 
links. In this way, the costs are not seen in all parts of the architecture.  

2. Related Works  
Recent related works have proposed solutions to tolerate single faults in NoC links, but these approaches 

are not enough to ensure reliability and yield. The technique proposed in [1] uses parity check, data splitting 
and retransmission of data to protect the links against faults. The parity check is used to discover a faulty link, 
and in the presence of faults, the erroneous half of the data is doubled and retransmitted. The main 
disadvantage  of  this  method  is  the  use  of  extra  wires  and  the  area  overhead.  The  work  proposed  in  [2]  is  
similar, however it uses Hamming code and leads to a final area four times larger than the no-protected router 
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and the latency is increased around four times. Both works can cope with multiple faulty links, but not with 
multiple faults in each link. Parity check and Hamming also were used in [6] to protect the links. Voltage 
scaling was used and the channel was duplicated. Thus, [6] can protect the NoC with an area overhead of 22% 
and 200% more links. 

The work in [7] proposes to use partially faulty links when the traffic in the network is high. The idea is to 
distribute the traffic uniformly on links. The links capacity can be split in 25%, 50%, 75%, and 100%, 
according to the faults in the link. This proposal has a low power penalty and an area overhead around 15% to 
21%. However, [7] considers that all faults are concentrated within the same group of wires, nevertheless 
faults can be distributed among the link. In [8], redundancy was used in some components, but the 
connectivity kept is low when multiple faults happen.  

The works presented in [9] and [10] use adaptive routing to avoid faulty links and routers, which implies 
in a relative low latency overhead. However, they use virtual channels and memory tables to avoid deadlock in 
the network, which are normally synonymous of area overhead and power consumption. In [3] the authors 
propose a partially adaptive routing strategy to cope faulty links based on the minimal change in the XY path. 
Consequently, virtual channels and tables are not used, and the technique in [3] has a smaller area overhead 
(1%). However, because the routing is only partially adaptive, it is not always possible to find an alternative 
faulty-free path, especially in the presence of multiple faults. Results in [3] have shown that by using only 
adaptive routing, 34% of faulty links are unprotected in a 12-cores NoC.  

In [11] and [12] the combination of mapping and adaptive routing increases the reliability in NoCs. Both 
works present a mapping strategy that concurrently takes into account the application core graph, the fault 
probability in the links and the routing. The difference between [11] and [12] is the mapping algorithm. But, 
both works cannot solve the problem caused by faulty links between core and router, reducing their efficiency 
to 65% in a 12-cores NoC. As our work uses the information about the fault location together with the chosen 
fault tolerant solution, we can change the application mapping and expect a better behavior, while [11-12] 
make several computations in the design phase to find the best mapping for a given fault probability.  

3. The Strategies   
We propose a technique that copes with single and multiple permanent faults in NoC links, to ensure yield, 

by using adaptive routing, data splitting, and remapping. The combination of these approaches avoids the 
need of additional wires in the links, and minimizes additional hardware in the critical path. Consequently, 
minimal impacts are expected to make a NoC tolerate multiple defects in the links.  

The proposed technique was implemented in the case-study SoCIN NoC [13] with 2D-torus topology.  The 
router architecture was implemented in VHDL, and each router can be connected to four neighboring routers 
with two unidirectional channel links and in its local port has a processor element. The architecture uses the 
wormhole switching and deadlock-free XY-routing. Each input channel port has a buffer with 4 slots, and 
each router presents a latency of three clock cycles to transmit the packet.  

In order to cope with defects, first the proposed fault-tolerant method attempts to use alternative paths to 
avoid the faulty-links [3]. For that, each router is configured with the manufacturing test information about 
faulty-links. An additional 10-bit register is added in each router with the test result information. So, each 
router knows if one or more of its links (L, N, S, W, and E for input and output channels) are faulty. In the 
2D-torus topology of size mxn, a packet has two possible routes in the same dimension: it may go k steps to 
one way (positive) or m-k (or n-k) steps to the other way (negative). However, a packet travels no more than 
m-1 or n-1 steps from source to destination when m or n is odd, or only m or n steps when they are even. If an 
output channel is indicated as faulty, an alternative path replaces the original in the header and the packet is 
routed normally through the faulty-free path. As a consequence, the router dynamically changes the target 
address in the header in a packet when the original address intends to use a faulty link 

Although each flit in the message is re-routed, the impact on the overall message is low, because of the 
wormhole switching approach.  The area overhead is only 1%, and the power consumption is insignificant, 
because the average opposite path will not be much larger than the original path.   

However, there is a set of faults for which the adaptive routing cannot cope with: faults in paths without a 
redundant path (for example, between core and router) and faults affecting the input or output channels in the 
same direction of a router, blocking the path through the router. For these situations, the faulty channel cannot 
be discarded, and another strategy must be used. So, for simplicity, we choose to use the data splitting.    

The data splitting divides the flit in two parts, and two cycles are required to send the information, and as 
a penalty, the latency can be increased. Multiplexers are placed at the inputs and outputs of each channel to 
select the faulty-free wires will be used to transmit the data. Each multiplexer is configured by a register, 
based on the manufacturing test. All the flits in the packet are joined when they reach the final destination, 
ensuring that the latency will be the same, regardless of the number of faulty channels in the path.  

When the data splitting is being used, only the routers of the end and beginning of each faulty link are 
using the strategy. But, when faults do not happen, the resources of data splitting can be turned off to save 
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power [14-15]. If more than 50% of the wires are faulty, then the strategy cannot be used and a third solution 
must be employed to ensure the right communication: the remapping of the tasks. 

The remapping allows processing elements with low rates and low communication stay near to the faulty 
region, to minimize the impact in the communication time. To obtain the delay results for each element, the 
number of packets is multiplied by the bandwidth and divided by the rate, as presented in equation 1. Based on 
this result, the element with lower delay can be placed to the faulty position, to decrease the impact of the data 
splitting. 

Delay = (#_packets * bandwidth) / injection_rate (1) 
A simply remapping option can be achieved based on the original mapping choose in design time. The best 

mapping can provide more 3 possibilities of mapping keeping the original requirements: we can use the 
vertical mirroring, the horizontal mirroring and to combine both types of mirroring, as present in fig. 1, that 
considers one faulty link between the router 1 and the processor element. So, considering a specific traffic 
condition (hipotethical) we can see that with the horizontal mirroring is possible to obtain the minimal time 
communication when the faulty link is used in the network. Normally, the remap strategy needs some 
redundancy in the network. In this work, we consider that each element is placed inside of an identical 
processor, e because that, they can change of position very easily.  

 

 
Fig. 1- Mapping possibilities without affect the original map features choose in design time.  

4. Experimental Results  
The proposal has been compared with Hamming solution, and results about area, frequency and power are 

presented in table I to one router, considering a 12-cores network. To evaluate the results, we considered links 
with channel-width equal to 8 bits. Synthesis results have been based on 65nm CMOS standard cell library 
using Synopsys Power Compiler tool. Our proposal has 30% of area overhead, but the impact in the critical 
path is lower than Hamming, because our proposal uses multiplexers 8:1 in the critical path, while Hamming 
needs long XOR cascades. Besides that, our proposal can win in energy, because our resources are turned on 
just in regions with faults. For each link in the network, Hamming also needs 4 extra wires to send the 
codification, while our proposal does not have extra wires.       

Tab. 1 - Synthesis results 

Router Area  
(µm2) 

Critical 
Path 

Delay (ns) 

Max. 
Freq.  

(MHz) 

Router Power 
(µW)@Max. 

Freq. 

Router Power 
(µW)@300MHz 

# Total 
of wires 

Non-protected  5360.3 1.11 900 334.06 111.3 864 
Our proposal (DS on) 6978.7 1.71 585 498.49  255.9  864 
Our proposal (DS off) 6978.7 1.71 585 216.64 112.7 864 
Hamming 5948.8 2.04 490 295.21 180.6 1152 

 
In fig. 2(a), the energy is presented for two benchmarks: MPEG4 [16] and VOPD [17]. The energy results 

were calculated with our proposal before and after the remapping, and both results are compared with 
Hamming solution. Each case considers a different and specific place where the fault occurs, and we will not 
explain the details because the space is short. For the energy results, we consider each communication sending 
1000 packets from each source to target, and for each case the time considered is not the same. The energy 
results taken into account the power of the routers and wires (calculated based on [18] with HSPICE 
simulations). So, based on the results, we can see that is possible to reduce 19% of energy when the best 
mapping is choose (case 3), and our proposal can save 50% of energy when compared to Hamming (case 5).   

We also consider the best case of tolerance for each proposal, considering multiple faults cases, as presented 
in fig. 2(b), for a 12-cores generic NoC. Hamming code has the best case of protection when there is just one 
fault in each link, the adaptive routing can consider until seven faulty links considering more than one fault in 
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each link. Data splitting presents good results when 50% of the wires are faulty-free, and our proposal can 
have better results because adaptive routing and data splitting have been combined to improve the results.  

 

5. Conclusion   
A NoC design with adaptive fault tolerance in the links to protect them against permanent faults was 

presented, in order to ensure a good yield. To provide the fault tolerance, we used a very simple adaptive 
routing strategy, combined with data splitting and tasks remapping. As a result, the energy can be reduced and 
the time impact can be better than other traditional techniques like Hamming code, since the critical path of 
our proposal has a reduced impact. Besides that, Hamming cannot cope with multiple faults in the 
interconnections and it needs extra wires, while our proposal does not need any extra wires in the links. The 
combination of adaptive routing, data splitting and tasks remapping here presented can ensure the yield 
because faulty links can be used even in the presence of massive faults in the wires, because only the faulty-
free wires are used and configured to provide the right communication. As a future work, we intend to do 
more simulation results to obtain specific results about latency and throughput.  
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Fig. 2 - (a) Comparison of the energy results (b) Best case of connectivity for each proposal.  
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