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Abstract

Efficient exact factoring algorithms exist in the literature, but they are limited to read-once (RO)
functions where each variable appears once in the final equation. These algorithms have two limitations: (1)
they do not consider incompletely specified functions; and (2) they are not applicable to binate functions. To
overcome the first limitation, we propose an algorithm that finds RO formulas for incompletely specified
functions, whenever possible. To overcome the second limitation, we propose a domain transformation that
splits existing binate variables into two independent unate variables. This domain transformation leads to
incompletely specified functions, which can be efficiently factored with the proposed algorithm. The
combination of the proposed factoring algorithm and the domain transformation gives exact results for a
novel broader class of functions called read-polarity-once (RPO) functions, where each polarity (positive or
negative) of a variable appears at most once in the factored form.

1. Introduction

Factoring Boolean functions [1] is one of the basic operations in algorithmic logic synthesis [2]. Factoring
is the process of deriving a parenthesized algebraic expression or factored form representing a given logic
function, usually provided initially in a sum-of-products form (SOP) or product-of-sums (POS) form. For
example, F=a*c+b*c+c*d*e can be factored into the logically equivalent form F=c(a+b+de).

In general, a logic function will have many factored forms. The problem of factoring Boolean functions into
shorter, more compact logically equivalent formulae is one of the basic operations in the early stages of
algorithmic logic synthesis. In most design styles (like CMOS design) the implementation of a Boolean
function corresponds directly to its factored form. Generating an optimum factored form (a shortest length
expression) is an NP-hard problem, thus heuristic algorithms [1-5] have been developed in order to obtain
good factored forms. Good heuristic algorithms include Xfactor [3-4], which provides good results but does
not guarantee optimal results. Optimal results for general expressions are known for a long time [6], but the
algorithms are too slow to be used in practice. Recently some exact results with better runtime properties have
been proposed [7-8]. However, the runtimes are still not comparable to the runtime efficiency of heuristic
algorithms like Xfactor [3-4].

Efficient exact algorithms exist [9-11], but they are limited to the class of Boolean functions known as read-
once functions [12]. Read once functions can be written by using formulae where each variable appears at
most once. Exact algorithms for read once functions have two limitations: (1) they do not consider
incompletely specified functions; and (2) they are not applicable to binate functions. To overcome the first
limitation, we propose an algorithm that finds RO formulas for incompletely specified functions, whenever
possible. To overcome the second limitation, we propose a domain transformation that splits existing binate
variables into two independent unate variables. This domain transformation leads to incompletely specified
functions, which can be efficiently factored with the proposed algorithm. The combination of the proposed
factoring algorithm and the domain transformation gives exact results for a novel broader class of functions
called read-polarity-once (RPO) functions, where each polarity (positive or negative) of a variable appears at
most once in the factored form.

This paper is organized as follows. Section 2 presents basic concepts for the understanding of the paper.
Section 3 presents an algorithm for factoring Incompletely Specified Read-Once (ISRO) functions. Section 4
presents the proposed domain transformation to split existing binate variables into two independent unate
variables. The complete algorithm to perform factoring of Read-Polarity-Once (RPO) functions is presented in
Section 5. Results are presented in Section 6, followed by conclusions in Section 7.

2. Basic concepts

The algorithms we propose here are strongly based on the concept of cofactor. The operation of
cofactoring a logic function can be performed in several ways, and comparison between cofactors of a same
variable can be used to determine the polarity of variables in the function. Consider the three example
functions shown in Table 1. Function f could be written in hexadecimal code as f=(80)hexa. Similarly, g and h
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could be written as g=(01)hexa and h=(96)hexa. The positive cofactor of function f with respect to variable a
is obtained by making a=1 in f, which results f(a=1)=88hexa. The negative cofactor of function f with respect
to variable a is obtained by making a=0 in f, which results f(a=0)=00hexa. Notice that when functions are
represented by strings of bits, cofactoring can be done by performing masking and rotations in the strings of
bits. This is common practice for current logic synthesis tools [13] and details can be found in [14].

Tab. I - Three example functions

a b c f=a*b*c g=!(a+b+c) h=a”b~c
000 0 1 0
001 0 0 1
010 0 0 1
011 0 0 0
100 0 0 1
101 0 0 0
110 0 0 0
111 1 0 1

Consider now the polarity of variables in the functions f, g and h. A variable can have one out of four
distinct possible polarities in a function: (1) don’t care, (2) positive unate, (3) negative unate and binate.
Consider the cofactors of variable a shown in Table 2. For function f, variable a is a positive unate variable, as
the bitwise or of the positive and negative cofactors is equal to the positive cofactor. For function g, variable a
is a negative unate variable, as the bitwise or of the positive and negative cofactors is equal to the negative
cofactor. For function h, variable a is a binate variable, as both cofactors are not equal and they are distinct
from the bitwise (BW) or of themselves.

Tab. Il - Positive and negative cofactors of variable a for functions f, g and h

FUNCTIO COFACTOR COFACTOR BW OR OF BW AND OF
N A=1 A=0 COFACTORS COFACTORS
F 88 00 88 00
G 00 11 11 00
H 99 66 FF 00

Computing the polarity of the variables is important because all read once functions are unate functions.
This means that in a read once-function every variable has to be either positive unate or negative unate. This
is expressed by lemma 1. However, not every unate function is a read once function. This is expressed by
lemma 2. The work of Elbassioni et al [15] investigates how many times a variable has to be read in unate
functions. Lemma 3 states an optimality observation for functions containing binate variables.

Lemma 1: every read-once function is unate in all its variables.

Lemma 2: not every unate function is a read-once function.

Lemma 3: an equation is in the minimum literal form if each variable is read at most once for each polarity
of the variable, considering a binate variable as having both positive and negative polarities.

3. Factoring RO functions

Efficient algorithms exist to perform factoring of read once formulas. Most of them readily abandon
functions containing binate variables, as a read-once formula is not possible according to lemma 1. In this
work we will extend the approach proposed by Lee et al [11]. The original approach by Lee is described in this
section. The modification for treating incompletely specified functions is described in Section 5. Several
approaches [9-11] have been proposed to identifying read-once functions (ROF). Golumbic described the
current state-of-the-art algorithm. The IROF [9] algorithm needs an irredundant-sum-of-product (ISOP) as
input and produces read-once formulae if it is possible or reports a failure otherwise. Despite the efficiency of
the IROF algorithm, it cannot be modified to deal with incomplete-specified functions (ISF), since it depends
on an ISOP as input. This is the reason why we choose to extend the approach by Lee et al [11].

The read-once algorithm proposed by Lee et al is based on some very simple observations given by the
following Lemmas. For explaining these Lemmas, we consider all variables positive unate without loss of
generality.

Lemma 4: if a read once formula exist for a function depending on more than one variable, at least one pair
of variables can be tied together by a “+” or by a “*” operator.

Lemma 5: the tied variables described in lemma 4 can be substituted by a new single variable.

Lemma 6: When two variables a and b can be tied together by a “+” operator, the positive cofactors of both
variables are equal.

Lemma 7: When two variables a and b can be tied together by a “*” operator, the negative cofactors of both
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variables are equal.

The approach proposed by Lee et al [11] ties two variables at a time substituting them for a single
variable. The process is repeated until just one variable remains (in this case a read-once formula has been
found) or the association is no longer possible (in which case the function is not read-once).

4., Domain transformation

According to Lemma 3, binate functions do not have read-once formulas. However, still according to
lemma 3, a function is minimal if each polarity of a binate variable is read at most once. This leads us to the
definition of read-polarity-once (RPO) functions. A RPO function read each polarity of a variable at most once
in an optimized equation. An example of an RPO function is a two input exclusive or, which can be given by
equations 'a*b+a*!b and (la+!b)*(a+b). Notice that each variable is read at most once with each polarity.
Strangely, the two equations are equal, but if they are rewritten as na*b+a*nb and (na+nb)*(a+b), they
become different logic functions. Notice that by introducing variables na and nb, a domain transformation is
performed and the function become a 4-input function, with most of the lines appearing as don’t cares. This is
illustrated in Figure 1.

2 | ma | b b \abrarb a [ na| b | nb |tlab+arb | fa=1) | (a=0) | f(na=1) [ f(na=0) | #(b=1) | (b=0) | f(nb=1) [ f(nb=0)
o | o o o X o o] o 0 X=0 X X X X 0 X 0 0
0o | o [} 1 X oo o 1 X=0 1 X 0 X X 0 0 0
0o | o 1 [} X oo 1 0 X=0 0 X 1 0 0 X X 0
0o | o 1 1 X oo 1 1 X X X X X X 0 X 0
0o | 1 [} [} X o 1] o 0 X=0 X X X X 1 X 0 X
0o | 1 [} 1 [} ol 1] o 1 0 X 0 0 X X 0 0 X
a b larbrarib / 0 1 1 0 1 0| 1 1 0 1 X 1 1 0 1 x x 1
0 0 0 / o | 1 1 1 X o 1] 1 1 X=1 X X X X X 0 X 1
° 1 1 1 0 0 0 X 1o o 0 x=0 X X x x 0 x 1 0
1 L] 1 | 1 0 0 1 1 1|0 [ 1 1 1 X x 1 x 1 1 0
1 1 0 1 0 1 0 0 1] 0|1 0 0 0 X 1 0 0 x 1 0
1] o 1 1 X 1o ] 1 1 x=1 X X X X X 1 1 0
1] 1 [ [ X 1] 1] o 0 X X X X X 1 X 1 X
11 0 1 X 1] 1] o 1 X=1 X 0 X 1 X 1 1 X
1] 1 1 [ X 1] 1] 1 0 X=1 X 1 1 0 1 X 1 1
1] 1 1 1 X 1] 1] 1 1 X=1 X X X X X 1 1 1
Fig. 1. Expanding a 2-input xor to 4 variables. Fig. 2. Cofactors that are set to force the function to

become positive unate.

The function represented by the truth table in Fig. 1 is not positive unate. By computing cofactors of the
function and setting values to force the function to become positive unate in all of its variables, a new function
is obtained. The computation of the co-factors and the new obtained function is shown in Figure 2. Notice that
two unspecified lines remained unspecified after the process. This is directly related to the two different
equations obtained for the xor2. Notice that the don’t cares are set differently to obtain two possible different
read once formulas for the 4-input function where presented initially.

a na b nb na*b+a*nb a | na b nb (na+nb)*(a+b)
[} [ [ [ 0 [ [ [ [ [
0 0 0 1 0 [ [ [ 1 [
[ [ 1 [ 0 0 0 1 0 0
0 0 1 1 0 0 [ 1 1 1
[ 1 [ [ 0 0 1 0 0 0
[} 1 [} 1 [ 0 1 [ 1 [
0 1 1 0 1 0 1 1 [ 1
0 1 1 1 1 [ 1 1 1 1
1 0 0 0 0 1 0 0 0 0
1 0 0 1 1 1 0 [ 1 1
1 [} 1 [} 0 1 [ 1 [} [
1 0 1 1 1 1 0 1 1 1
1 1 [ [ 0 1 1 [} 0 1
1 1 0 1 1 1 1 0 1 1
1 1 1 [ 1 1 1 1 [ 1
1 1 1 1 1 1 1 1 1 1

Fig. 3. How the remaining don’t cares produce different read-polarity-once formulas.

The domain transformation proposed here is composed of two distinct steps. The first step expands a
single variable (e.g a) into two separate variables (e.g. a and na). The first step is illustrated in Figure 1, for a
2-input exor. Notice that all the invalid combinations are set to don’t care. Only the original valid values
remain set to 0 or 1. The second step has the purpose to guarantee that all introduced variables have positive
unate polarity. The second step is illustrated in Figure 2, for a 2-input exor. Cofactors are computed for every
variable and don’t cares are set in such a way that the polarity of the variable is guaranteed to be positive
unate. This way, the two polarities of original binate variables are split into two separate variables with
positive polarity. The resulting function is an incompletely specified function, for which one or more potential
read-once formulae can be found. For this reason we introduce an algorithm to factor read once formula for
incompletely specified functions in the next section.
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5. Factoring ISRO functions

The read-once algorithm proposed by Lee et al [11] is based on some very simple observations given by the
Lemmas explained in section 3. To expand the algorithm proposed by Lee et al to consider incompletely
specified functions, we propose a new set of Lemmas. Again, we consider all variables positive unate without
loss of generality; especially because the variables are forced to become positive unate by the second step of the
domain transformation proposed in the previous section.

Lemma 8: if a read once formula exist for an incompletely specified function depending on more than one
variable, at least one pair of variables can be tied together by a “+” or by a “*” operator.

Lemma 9: the tied variables described in lemma 8 can be substituted by a new single variable.

Lemma 10: When two variables a and b can be tied together by a “+” operator, the positive cofactors of
both variables can be made equal by adequately setting don’t cares.

Lemma 11: When two variables a and b can be tied together by a “*” operator, the negative cofactors of
both variables can be made equal by adequately setting don’t cares.

Our approach is a modified version of the approach proposed by Lee et al [11], that ties two variables at a
time setting some don’t cares and substituting them for a single variable. The process is repeated until just one
variable remains (in this case a read-once formula has been found in the expanded set of variables) or the
association is no longer possible (in which case the function is not read-once). Notice that finding a read once
formula in the expanded set of variables, after the domain transformation, is equivalent to find a read-polarity-
once formula for the variables before the domain transformation.

6. Complete algorithm

The complete algorithm proceeds in two steps. The first step reads a function and computes the polarity of
the variables. Every binate variable is split into two separate positive unate variables according to the domain
transformation presented in section 4. The second step performs the search for a read once formula for the
incompletely specified function resulting from the domain transformations. The read once formula is then
rewritten as a function of the original variables before the domain transformation.

7. Results

This section presents results to prove the efficiency of the proposed algorithm. In a first experiment, the set
of all functions up to five inputs was studied. These functions were grouped into NPN (negation-permutation-
negation) equivalence classes for enumeration feasibility. The total number of functions studied is 616125. To
run the algorithm for all these functions 4 min of execution time were needed. The worst case optimization
was 800ms and the average case was less than 1ms. Out of these 616125 functions, 1462 functions were read-
polarity-once, while only 21 were read-once. Interestingly, the universe of read-once functions seems to be
very limited compared to the universe of read-polarity-once functions. Our results demonstrate that the
universe of RPO is quite broader than the universe of RO functions, for which many works have been devoted
[9-12].

Comparative results for the quality of the algorithm are shown in Table 3, restricted to the set of 1462
RPO functions. The proposed algorithm performed better in terms of literals when compared to Quick factor
[16], Good Factor [16], ABC [17] and XFactor [3,4]. The gain in terms of number of literals compared to X-
factor is not very significant. However, the proposed algorithm guarantees exactness for Read-Polarity-Once
functions.

Tab Il - Number of literals for different approaches
QF [16] GF[16] ABC [17] X-FACTOR [3,4] RPO (THIS PAPER)

16086 15671 15981 13253 13064

In a second experiment, we have mapped all the benchmarks investigated by the Xfactor paper [4]. For
the function cm163a_r Xfactor has found a 13 literal solution, while our algorithm found a 12 literal solution
which is a RPO solution. This benchmark has seven inputs.

In a third experiment, we have investigated all circuits from ISCAS 85 [21]. The main idea of this
experiment consists in evaluate how abundant are the RPO functions in the universe of industrial benchmarks.
Since all RO functions are also RPO functions, we provide results for both classes. In order to do that, we use
as input the mapped circuit (Verilog). A partition algorithm returns an AIG (And Inverter Graph) of this
circuit, and a K-Cut [20] algorithm (with K=6) was performed in order to return the Boolean functions that
appears in the mapped circuit
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Tab IV — Abundance of functions in ISCAS 85 circuits.

K=2 K=3 K=4 K=5 K=6
Circuir | RO. RP.O RO. | RPO RO. | RPO RO. | RPO R.O. RP.O
s1196 | 0,75 1,00 0,65 1,00 0,46 0,88 0,49 0,86 0,53 0,88
s1238 | 075 1,00 0,55 1,00 0,49 0,89 0,49 0,85 0,52 0,85
$13207 | 0,60 1,00 0,42 1,00 0,36 0,96 0,45 0,94 0,51 0,90
s1423 | 0,60 1,00 0,43 0,96 0,35 0,92 0,40 0,89 0,44 0,87
s1488 | 0,75 1,00 0,46 0,96 0,39 0,89 0,44 0,84 0,45 0,81
s1494 | 075 1,00 0,46 0,96 0,38 0,88 0,41 0,82 0,44 0,79
s15850 | 0,60 1,00 0,35 0,94 0,37 0,91 0,40 0,89 0,41 0,88

5208 0.75 1,00 0,82 1,00 0,94 1,00 0,97 1,00 0,95 1,00
s27 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00
5298 0.75 1,00 0,71 1,00 0.73 1,00 0,76 0,96 0,69 0,90
s344 0.75 1,00 0,50 1,00 0,44 0,90 0,37 0,79 0,36 0.72
5349 0,60 1,00 0,44 0,88 0,36 0.75 0,32 0,65 0,28 0,57
$35932 | 0,60 1,00 0,37 0,89 0,29 0,84 0,24 0.72 0,22 0,70
5382 0,60 1,00 0,65 1,00 0,61 0,95 0,62 0,95 0,59 0,92
38417 | 075 1,00 0,40 0,96 0,25 0,90 0,18 0,84 0,16 0,80
s38584 | 071 1,00 0,42 0,95 0,24 0,92 0,20 0,87 0,21 0,84
5386 1,00 1,00 0,85 1,00 0,80 0,96 0,73 0,88 0,67 0,81
$400 0,60 1,00 0,65 1,00 0,63 0,96 0,67 0,97 0,61 0,97
$420 0,60 1,00 0,70 1,00 0,80 1,00 0.75 1,00 0,69 1,00
s444 0.75 1,00 0,58 1,00 0,71 1,00 0,66 0,97 0,62 0,93
$510 0.75 1,00 0,71 1,00 0,67 0,97 0,62 0,93 0,50 0,85
$526 0,60 1,00 0,57 1,00 0,67 0,95 0,59 0,87 0,60 0,86
$526 0,60 1,00 0,50 1,00 0,60 1,00 0,57 0,94 0,59 0,93
5378 | 0,67 1,00 0,45 0,95 0,34 0,92 0,35 0,87 0,39 0,85
s641 1,00 1,00 0,85 1,00 0,86 0,98 0,88 0,96 0,87 0,95
s713 1,00 1,00 0,85 1,00 0,81 1,00 0,81 0,99 0,80 0,96
$820 0.75 1,00 0,61 0,94 0,65 0,94 0,67 0,94 0,66 0,90
5832 0.75 1,00 0,76 1,00 0,63 0,94 0,63 0,93 0,61 0,92
5838 0,60 1,00 0,69 1,00 0,84 1,00 0,80 1,00 0.77 1,00
s9234 | o071 1,00 0,47 0,94 0,38 0,90 0,39 0,87 0,37 0,83
AVG 0,72 1,00 0,60 0,98 0,57 0,94 0,56 0,90 0,55 0,87

RPO functions appears in average 94% of the total functions on the ISCAS circuits, while RO functions
represents in average only 60% of the functions. It is possible to see in the table IV that there are circuits with
100% of RPO functions. Since this in an ongoing work, these cases will be better investigated on.

We have also investigated if mapped circuits could drive the results to a wrong way doing the synthesis of
the AIG from BLIF file instead of the mapped circuit. This exercise shows the same behavior of our previously
results. In Fig. 4 it is possible to see results for one specific circuit (s38584).

ISCAS 538584 - AIG KLCuts (K=6 L=4)
4000
3500
3000
2500
——Functions
2000 R.P.O
1500 ——R.0.
1000
b ._._—./'/.
o o
2 3 4 5 6

Fig. 4. Abundance of RO and RPO functions on the circuit s38584.




6 XXVII SIM - South Symposium on Microelectronics

8. Conclusions

This paper has presented the concept of read-polarity once functions. Besides introducing the class of read-
polarity-once functions, several related contributions were also introduced in this paper. Main contributions
include: (1) an algorithm for factoring incompletely specified functions into Read-Once equations; (2) a
domain transformation that splits existing binate variables into two independent unate variables; and (3) a
complete algorithm for exact factoring of read-polarity-once functions. This algorithm was implemented and
compared against state of the art factoring algorithms. The proposed algorithm presented better results in
terms of quality and in terms of runtime.

Out of 616125 5-input studied functions, 1462 functions were read-polarity-once, while only 21 were
read-once. Interestingly, the universe of read-once functions seems to be very limited compared to the universe
of read-polarity-once functions. Our investigation under benchmark ISCAS demonstrate that the universe of
RPO is quite broader than the universe of RO functions, for which many works have been devoted [9-12].
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