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Abstract 

The increasing demand for high-resolution digital video for many different types of applications 
stimulated the efforts to improve the performance in video coding. This work presents a hardware 
architecture developed for the Interpolation Unit necessary for the Fractional Motion Estimation step defined 
in the emerging High Efficiency Video Coding (HEVC). The architectural solution was fully described in 
VHDL and obtained good results of processing rate and cost, achieving a maximum frequency of 187 MHz 
and processing up to 28 QFHD (3840x2160) frames per second. 

1. Introduction 
Video coding is currently an important research area in function of the increase demand for high-

definition digital videos. There are different video coding standards, and these standards primarily define two 
things: (1) a coded representation (or syntax), which describes the visual data in a compressed form, and (2) a 
method to decode the syntax to reconstruct the visual information [1]. 

Nowadays, the most efficient video coding standard available is the H.264/AVC (Advanced Video 
Coding) [2]. However, video resolutions and the amount of information that must be processed are 
continuously increasing. Because of this demand, a new video coding standard, designed to be more efficient 
than the H.264/AVC, is being developed in a joint effort of the ITU-T and ISO/IEC, through the JCT-VC 
(Joint Collaborative Team on Video Coding) group. This new standard is currently known as HEVC (High 
Efficiency Video Coding) [3], and represents the state-of-the-art of video coding tools. 

There are some important factors that should be considered in video coding. One of these factors is the 
computational complexity, since the real-time processing requires a very high calculation power to compress 
high-definition videos even modern general-purpose processors are not able to reach this restriction. In 
addition, software solutions running in an embedded system are not appropriate for applications like video 
encoders, because it would be necessary a very high-performance processor, prohibitively increasing the 
energy consumption. This is a general problem, but it is critical for mobile devices. Therefore, it is necessary 
the development of high-efficiency ASICs (Application Specific Integrated Circuits) with expressive 
processing rates and low energy consumption to support the HEVC standard. 

Video encoders have different modules to explore each redundancy type present in visual information. 
The interframe prediction block uses the Motion Estimation (ME) process and it is responsible for the best 
results in terms of compression rates in the encoder, but it is also the most complex process [4]. It explores 
and reduces the temporal redundancy, which is the similarity among sequential frames and it works splitting 
the current frame into several blocks and then searching in the previous coded frames (reference frames) for 
the block that is most similar to the current one. After this search, a motion vector (MV) is generated to 
indicate the offset of the selected block inside the reference frame. The goal of ME is to find the best MV 
whilst keeping the computational complexity inside acceptable limits [1]. 

An important technique that can be used in ME is the Fractional Motion Estimation (FME). The FME 
allows an even greater efficiency by applying an interpolation process between integer position samples in 
reference frames, allowing a search for better matches in fractional positions. The FME is composed by two 
units: the Interpolation Unit, that generates the fractional position samples (sub-pixels), and the Search Unit, 
which searches for better matches composed by sub-pixels. 

The HEVC emerging standard proposes new algorithms for the FME process, making it more efficient 
than the H.264/AVC FME. Therefore, the design of high-performance hardware architectures for the HEVC 
interpolation process is an important research effort. 
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2. State-of-the-Art and Related Works 

In the HEVC proposal, some modifications were included in the interpolation filters used in the 
Interpolation Unit to improve the results obtained with the FME. While the H.264/AVC standard uses two 
dependent steps to generate the luminance samples in quarter-pixel positions, the HEVC produces the samples 
in quarter-pixel positions in a single step.  

In H.264/AVC, the first step is responsible to obtain the samples in half-pixel positions from luminance 
samples in integer positions using a 6-tap FIR filter (Finite Impulse Response). After the interpolation, a 
search process in half-pixel positions to find a better match must take place. In the second step, the luminance 
samples in quarter-pixel positions are obtained through a bilinear filter using the data from the last search. 

In HEVC, the process used to generate luminance samples for quarter-pixel positions applies an 8-tap 
DCT filter (Discrete Cosine Transform) and it is capable to calculate both half-pixels and quarter-pixels in a 
single step. It allows the FME to use a single search process for all sub-pixels [5]. 

As previously cited, the most efficient video coding standard currently available is the H.264/AVC. 
Regarding this standard, many works can be found in the literature including works related with the 
development of hardware architectures for FME, such as [6–10]. We did not found works in the literature 
directly related to the HEVC standard, and then  was not possible to make comparisons between our results 
and related works. 

3. Proposed Interpolation Unit Architecture 
The hardware architecture designed in this work was based in two documents elaborated by JCT-VC 

[5][11]. In those documents, it is possible to find all processes used to generate the sub-pixel positions, 
according to the HEVC specification. Fig. 1 represents the integer samples (shaded blocks) and fractional 
sample positions (white blocks) for quarter-pixel interpolation in HEVC. This figure and the equations (1-6) 
which are used to obtain the fractional positions are important to understand the interpolation process. 

 

 
 

Fig. 1 – Integer samples and fractional samples used in the HEVC quarter-pixel interpolation. 
 
Based on the algorithms given in [11] it was possible to find similarities in the equations of some 

fractional positions. Equation (1) is used to calculate horizontally aligned sub-pixels between integer positions 
(a0,0,  b0,0 and  c0,0), and equation (2) for vertically aligned sub-pixels between integer positions (d0,0,  h0,0 and 
n0,0).  The  variables  C2-C7 are coefficients that change according to sub-pixel positions, and their values are 
showed in tab. 1.  
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To calculate sub-pixels that are not horizontally or vertically aligned between integer positions, it is 

necessary to calculate the intermediate values d1i,0, h1i,0 and n1i,0 before, using equation (3). Afterwards, the 
final prediction is realized. For the sub-pixels e0,0, f0,0 and g0,0 equation (4) is used. The sub-pixels i0,0, j0,0 and 
k0,0 come from equation (5) and the sub-pixels p0,0, q0,0 and r0,0 are produced by equation (6). 

 
6)32( 0,40,370,260,150,040,130,220,3 AACACACACACACA  (1) 

( A0, 3 C2A0, 2 C3A0, 1 C4 A0,0 C5A0,1 C6A0,2 C7A0,3 A0,4 32) 6  (2) 
Ai, 3 C2Ai, 2 C3Ai, 1 C4 Ai,0 C5Ai,1 C6Ai,2 C7Ai,3 Ai,4  (3) 

12)204811111111( 0,40,370,260,150,040,130,220,3 ddCdCdCdCdCdCd  (4) 

12)204811111111( 0,40,370,260,150,040,130,220,3 hhChChChChChCh  (5) 

12)204811111111( 0,40,370,260,150,040,130,220,3 nnCnCnCnCnCnCn  (6) 

Tab. 1 – Coefficients of filters to generate sub-pixel positions 
Type Positions Coefficients (C2…C7) 
L(left) ai,j , di,j , ei,j , ii,j , pi,j {4, –10, 57, 19, –7, 3} 

M (middle) bi,j , hi,j , fi,j , ji,j , qi,j {4, –11, 40, 40, –11, 4} 
R (right) ci,j , ni,j , gi,j , ki,j , ri,j {3, –7, 19, 57, –10, 4} 

 
In the specification of the designed architecture, blocks of 8x8 size were considered and three different 

filters were developed, one type for each coefficients group, according to tab. 1. Each one of the filters has 
three output values: one to implement equations (1-2); one to implement equation (3) and one to implement 
equations (4-6). The multiplications presented in equations (1-6) were converted in shifts-add to decrease the 
hardware use and the power consumption and to increase the architecture processing rate. In addition to the 
filters used in the operative part, register banks were described to implement the barrel shifting operation 
needed to implement the multiplications. The filters receive an entire line or column coming from these 
register banks and they can calculate an entire line or column of sub-pixel positions in one clock cycle. Fig. 2 
shows the simplified block diagram of the designed architecture. 

 
 

Fig. 2 – Simplified block diagram of the designed architecture. 

4. Synthesis Results 
The proposed design was fully described in VHDL and synthesized to a Xilinx Virtex4 XC4VLX15 

FPGA device, using the Xilinx ISE 10.1 synthesis tool. 
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As shown in fig. 2, this design needs a total of 27 interpolation filters (9 of each type) in order to simplify 
the control unit and achieve a high efficiency. Also, register banks are used to store and shift samples. 

When synthesized to the XC4VLX15 device, the architecture achieved a maximum frequency of 187 
MHz. Since our design needs 52 clock cycles to process an entire block, this frequency allows it to process 
111 Full HD (1920x1080) frames per second or 28 QFHD (3840x2160) frames per second. 

The operative module of the architecture, composed by the filters, consumed 4615 slices (75% of the 
target device resources), 3309 slice flip-flops (26%) and 8333 4-input LUTs (67%). The buffers were mapped 
as registers banks and the amount of hardware elements used by them is shown in tab. 2. 

Tab. 2 – Hardware elements used by the buffers. 

Buffer 8-bit REG 
+ 4:1 MUX 

10-bit REG 
+ 2:1 MUX 

11-bit REG 
+ 2:1 MUX 

16-bit REG 
+ 2:1 MUX 

Integer Samples 256 - - - 
V1 Type - - - 432 
V Type - 216 - - 
H Type - 216 - - 
D Type - - 729 - 

The use of hardware resources may seem high, but it is important to note that this is not an 
implementation optimized for FPGA devices, and therefore DSP blocks and dedicated memory were not used, 
since this is a multiplier free implementation.  

5. Conclusions and Future Works 
In this paper, a high performance hardware architecture for the HEVC sub-pixel interpolation unit was 

presented. 
When synthesized to a Xilinx Virtex4 FPGA, our architecture achieves a very high processing rate. It can 

process very high definition videos like QFHD in real time, and it can also process Full HD videos when 
running at lower frequencies, which is very important when power and energy consumption restrictions are 
being considered. 

As future works, it is planned to design a fully functional Fractional Motion Estimation architecture that 
uses a fast search algorithm for the HEVC video coding standard. 
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