XXVII SIM - South Symposium on Microelectronics 1

Node localization in Wireless Sensor Networks Usingrtificial Neural
Networks and Optimization Based on Simulated Anneahg Algorithm

12Stephan H. Chagas'Leonardo L. de Oliveira, **Jo&do Baptista S. Martins
{stephan.chagas,leonardo}@mail.ufsm.br, batista@isin.br

'GMICRO - Universidade Federal de Santa Maria
’PPGI — Universidade Federal de Santa Maria

Abstract

Localization of nodes in wireless sensor netw@WSNSs) is one of the most popular problems thatecam
out to be solved by the scientific community inléis¢ years. This issue is well-known because ofostreless
sensor networks applications need location awargres one of their sensor’'s main features. In ortter
localize network nodes, many approaches have bempoged across the years as can be seen in literatu
However, few of them use artificial neural netwofRNNs) as the operating principle of their methods
Therefore, this paper presents a meta-heuristic t@agelect the best suited structure of an ANN ragnmiode
localization in WSNs. The optimization procedureswsade by using Simulated Annealing (SA) algoréih
artificial neural networks toolbox under MATLAB @onment. The MATLAB-based Probabilistic Wireless
Network Simulator (Prowler) was used to generate SN topology, as well the training and testintada
feed de ANNs under evaluation. Results using tis¢ d&mificial neural network structure found afténe
optimization process had a root mean square errbrO®1 meter when analyzing the accuracy of the
localization estimation.

1. Introduction

Applications regarding wireless sensor networks (&)Shave been explored in several areas, such as
domotics, robotics, industrial monitoring, envirogmtal monitoring, military surveillance, and manthers.
The location awareness is one of the most deseatlifes when talking about WSNs, and it is not hard
understand why. Frequently, the wireless sensodes\@re supposed to be monitoring some processes or
systems variables (temperature, humidity, etcoate specific point of a geographic area. Therefmaking
these readings without addressing the positionifayiination as well could become a meaningless mactio

The easiest way to keep the nodes up to date éih @wn positions would be through the use of GRS
(Global Positioning System) receiver for each nddiewever, it is not possible due to the small fdattor of
the devices, as well their low-power and low-casfifes.

In order to solve this issue, several localizatitgorithms have been proposed by the scientificroanity.
Most of the related work found by the authors usalydical methods like trilateration and triangidat when
estimating the nodes coordinates in the networkwé¥er, some of the well-known approaches use the
connectivity information extracted from the messagrchanged among the nodes. The Centroid algofithm
is a great example of this class of algorithms.

This work proposes an artificial neural network (AN approach to the localization problem. An
optimization procedure is performed through the ofeSimulated Annealing algorithm (SA) to tune the
feedforward ANN to the best operation point wheetalizing nodes in a certain WSN. This allows thkiton
to be more accurate while simultaneously avoidttia¢ and error procedure that can be seen in [2] when
selecting the best suited ANN structure.

The remainder of this paper is organized as folldwshe next section, the basic theory regarditifjcal
neural networks will be addressed, as well thedsaabout Simulated Annealing algorithm. In secorthe
simulation design will be described and the reswilisbe discussed. This article is concluded iatEm 4.

2. Background

2.1. Artificial Neural Networks

The first article related to neurocomputing was enad1943 by McCulloch and Pitts [5]. They creatieel
first mathematical model for an artificial neurdrhe first training method for artificial neural metrks was
developed in 1949. It aimed to describe a neurdplogic hypothesis proposed by Donald Hebb.

Artificial Neural Networks are interconnection sttures among artificial neurons (also called nad€kg
artificial neurons are modeled in order to mimiolbgical neurons through the use of activation fioms. Each
neuron consists of multiple inputs, weights andngle output. Also, its transfer function is respie for
mapping its inputs to output.
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Basically, an ANN is an adaptive system that rezeia set of inputs, processes the data and proaides
output. It may have a single or multiple layergheir structure having the following designatiomgut layer,
hidden layer or output layer.

However, before using the ANN, there is still naedtrain it. This process is performed by giving th
correct answers for a set of inputs and adjustiegateights based on the response given by the riet\ihen
the outputs provided by the ANN are under a speeifior limit, the training is done. This is calledpervised
training.

2.2.  Simulated Annealing

The Simulated Annealing optimization is based anhysical process of annealing in metallurgy.al$ h
the same principle as the Hill Climbing, excepttthas also able to accept worst solutions giveoeatain
probability.

It starts with a user given solution, then evalsidt@nd performs a small modification on the solut This
new candidate solution is evaluated and if it itdyethan the previous, SA accepts it and assuimas the
current solution. If it is not better than the poas, there will be a probability of this new wosstlution to be
accepted based on the cost of each solution angréisent temperature in the system. This formutabeaseen
in (1), whereA is the probability of accepting the worst solutiofN) is the cost of the new solutiot(P) is the
cost of the present solution ahid the temperature.

c(N)—c(P)

P (1)

This procedure is performed in a loop and afteadnitrary number of iterations occur the tempemeaiar
multiplied by a reduction factor. This will makeethemperature decrease and consequently moreudiffic
accept worst solutions. This technique uses onb slution and tries to guide it to best placehia design
space.

3. Simulation Design and Results

All simulations made in this work were performeihgsMATLAB from MathWorks and the WSN toolbox
Prowler [6], developed by Vanderbilt University. & loriginal target device used in Prowler was BexKsl
MICA mote. However, in this work, Prowler was cusired to fit the Crossbow's MICAz model. Furthermpor
the propagation model used to simulate this pdaiicd/SN was also customized to the fit the wellAkndog-
normal shadowing path loss model. This model casdam in (2), wherk is the attenuation for distandeLg
is the loss on reference distartzey is the path loss exponent aXgis a zero-mean Gaussian random variable
with standard deviatioa. The values used in this simulation were extrafiteish empirical measurements made
in [7]. The reference distance was 0.1 meter Rith= -25dBm,Lg is 30dBm,yis 2.5 ands = 4.

d
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The simulated scenario was an indoor squared dr2éx26 meters. This particular simulated area siz
was due to the MICAz output power, which can reapproximately 40 meters when applying the log-ndrma
shadowing path loss propagation model with thesarpeters arrangement. A total of 8 anchor node® wer
distributed on the edges of the area. A set ofr&l gpnsors with known positions were used in otdarollect
training data for the artificial neural networkarResting purposes, a set of 64 nodes insiderdege @vered by
the training grid were used. Fig. 1 shows the iocabf these nodes.
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Fig. 1 — Training and testing grid.
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Each of the training grid sensors collected a $astamples. An input sample contains the receivgdadi
strength indicator (RSSI) measurement, x and ytiposiand ID from all of the anchor nodes. In tiawdation
environment, the anchor nodes sent 30 beacons fraai,which the first 10 collected were saved bgrgv
sensor node in the training grid. This resulted idata set with 810 samples (81 training node&ciitig 10
input samples each). Due to the nondeterministioraeof propagation channel used in simulation packet
collisions, some beacons could not be deliveredickElethe anchor nodes sent 30 beacons althoughgathe
reception of only 10. All nodes were within one tdigtance to each other.

With the input data gathered, the optimization prhae could be made. The ANN’s parameters that were
allowed to be modified by the Simulated Annealitgpathm were: number of hidden layers, number ades
on each hidden layer, and transfer function on é&éabthen layer. Tab. 1 shows the boundaries for eathese
variables.

Tab.1 — Boundaries of artificial neural networksgmaeters

Parameter Value
Number of hidden layers [0-3]
Number of nodes per layer [1-16]
Transfer function for each laygftansig, logsig, purelin, radbas]

These parameters boundaries could be customizédn lihis simulation they were selected aiming the
computational and energy constraints of the MICAsvork nodes. Therefore, only a few hidden layeesew
allowed, as well a small number of artificial nensger layer. The Simulated Annealing optimizatiequires
an initial ANN structure (initial solution) to baegithe procedure. Every feedforward ANN structurggasted
by the SA algorithm was trained and tested withdata acquired by Prowler. The evaluation (costtion) of
these structures was made through the use of reahraquare error (RMSE) between the real positioils
estimated positions of the unknown nodes. The &ion of the RMSE can be seen in (3), whari the
number of testing nodes, andy are the real node coordinat@$, andy are the estimated node coordinates,

andi is the node index.

wsE< | LSz — i
RMSE = | = [(z:— &) + (4 — §:)7] @)
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All simulations and optimizations were done usimgliatel Core i3 3.1 GHz and 4 Gb of RAM memory.
Total processing time for the Simulated Annealipgraization was about 30 minutes. The best ANNditne
found can be seen in tab. 2.

Tab.2 — Best artificial neural network found aftgtimization

Parameter Value
Number of hidden layers 2
Number of nodes on input laye 4

Number of nodes on hidden layey 115
Number of nodes on hidden layef 2 5
Number of nodes on output layq 2
Transfer function on input layery  Logdig
Transfer function on hidden layef Tansig
Transfer function on hidden layel Pogsig
Transfer function on output layer Purdlin

=

The localization results using the best ANN streethad a root mean square error of 0.61 meter, a
maximum error of 1.71 meter and a minimum erroD @1 meter. The real positions and estimated iposit
for this test are illustrated in fig. 2. The optraiion procedure was made by a PC, but the reguiiN could
be used in MICAz mote’s firmware in real world ajpption. This could be done training the ANN witata
extracted by MICAz motes in the field applicationdausing the ANN weights provided by the optimiaati
algorithm.
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Fig. 2 — Estimated positions and real positiondtiertesting data set.

4. Conclusion

This paper presented an approach to localizatiberse for wireless sensor networks using artificelral
networks as the machine learning algorithm and &ited Annealing optimization to select the best ANN
structure. An arbitrary initial structure was marigied by the SA algorithm in order to tune the AniNthe
best performance for the simulated WSN topologye itethod was tested in an indoor simulated enviemtm
of 26x26 meters with 8 anchor nodes.

Results using the best ANN structure found afterdptimization process through the Simulated Aringal
algorithm had a root mean square error of 0.61 matenaximum error of 1.71 meter and a minimum reofo
0.041 meter. The optimization procedure was peréorin approximately 30 minutes.

The results indicate that this approach is effectiud can be used as a way to reduce the depenafethey
designer’s experience when selecting the ANN parammeFurthermore, the localization accuracy iseased
and the required time to adjust ANN structure idumed. Through the use of the weights found after
optimization procedure executed by a PC, the ANMEbcan be used by the MICAZ motes, if the trairdatp
were collected through the use of the motes idiéheé application.
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